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CHAPTER 1.INTRODUCTION

1.1 Kentucky Mesonet overview

The Kentucky Mesonet is a high-density, mesoscateork of automated
meteorological and climatological sensing statibemsg deployed across the
commonwealth. Through a joint resolution by treestegislature, the Kentucky
Mesonet was established as “the official sourcdiofatological observations for the
state” and is operated under the direction of tateslimatologist at Western Kentucky
University (Kentucky Legislature 2006). The stelienatologist’s office is a function of
the Kentucky Climate Center (KCC), Department ob@aphy and Geology, Western
Kentucky University (WKU) in Bowling Green. Thetmerk is operated in partnership
with seven other higher education institutions stBan Kentucky University, Kentucky
State University, Morehead State University, Murg&site University, Northern
Kentucky University, the University of Kentucky, dthe University of Louisville — that,
together with WKU, compose the Kentucky Mesonet sootium.

Each Mesonet sensing platform includes a setstfuments located on or near a
10 m tower which measure precipitation accumulatioh m air temperature, relative
humidity, solar radiation, 10 m wind speed & dirent and wetness — an indicator of
ongoing precipitation. Planning for the initialpi@yment and testing of soil moisture
and temperature sensors at select sites is undemvapotograph of a typical AC-
powered Mesonet site is shown in Figure 1-1, wihigelayout for a typical solar-

powered site is given in Figure 1-2.



Figure 1-1. Typical AC-powered Kentucky Mesonét siSite "LSML", 7 miles south of
Frankfort, KY in Franklin County. (Photo sourceefhen Struebig).
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Figure 1-2. Layout for a solar-powered Kentuckysileet site (Struebig et al. 2010).



As defined by Orlanski (1975), “mesoscale” referphenomena covering
between approximately 2 and 2,000 km horizontalych typically last from several
minutes to a week. These systems include tornatto@sderstorms, squall lines, and
fronts. In order to effectively capture these piraena at the surface, Mesonet stations
continue to be placed as uniformly as possiblessctioe commonwealth. The first
Mesonet site was established just south of BowBngen in May, 2007 and the network
has grown quickly since then to 46 sites onlinefé&8 February 2010. Figure 1-3 shows

site locations for three successive Januarys, igere 1-4 graphs installation progress.

Figure 1-3. Mesonet locations (red) as of Jar082@op), 2009 (center), and 2010
(bottom). Bottom also includes sites under coms$ion (orange) and sites with a use
agreement (yellow).
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Figure 1-4. Mesonet site installation progresselgraph indicates total number of sites
online. Bar graph indicates number of sites itetigber month.

With only 100 total sites planned for the netwatkyill not be possible to place a
sensing station in each of Kentucky’s 120 countieeally, though, every location in
Kentucky will eventually have at least one Mesaitt within 20 miles. In some cases,
placement of sites near county borders helps sentgple county interests while
keeping with the network’s placement priorities.

In addition to its field systems, the Kentucky Mesbis built on and supported
by at least 19 core or ancillary information tedagy (IT) systems, including a robust
enterprise-grade communications solution; siteeyrinetadata, and observational
database storage systems; websites; availabibtyrasce mechanisms; and an automated
quality control system. These systems supportnaake possible the use of Mesonet
data by both the general public and critical openat partners such as the National
Weather Service (NWS), broadcast media, and statergment. Development of these

IT systems is the core focus of this thesis.



Funding for construction and initial operation loé tMesonet program was
provided via a combination of federal earmarks sty U.S. Senator Mitch
McConnell and direct grants from the National Oeceamd Atmospheric Administration
(NOAA) managed under NOAA grant # NAO6NWS46700Te support of key
constituents including members of the Kentucky Met&onsortium, local
governments, private land owners, local NWS forecHixes, and other local interests

has also been critical.

1.2 Research purpose and motivation

With some coverage from stations in neighboringesteorior to the establishment
of the Kentucky Mesonet weather data of substargsdarch and operational quality
were widely distributed and easily available fromyol8 surface sites in the state, most
of which are Automated Surface Observing Statians, all of which report their
observations in aviation routine weather report {MR) format. Thus, the Mesonet has
to date effectively tripled the number of high giyasites in Kentucky and promises a
six-fold increase when full deployment is realizédgure 1-5 shows the marked spatial
improvement of total (METAR + Mesonet) surface natkvcoverage, assuming each
station at least roughly representative of a buftere with 20 mile radius. Of note is that
the Mesonet has substantially improved the timebre& Kentucky’s routinely available
meteorological data from once per hour with METARst least four times at Mesonet

stations; more observations are available duritigaweather.
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Figure 1-5. Spatial improvement of high qualitgearch and operational surface
meteorological sensing sites in and near Kentudkgp: METAR sites (Thompson
2010). Bottom: METAR sites + Kentucky Mesonetsifeed = online, orange = under
construction, yellow = use agreement in place)f@&3d-ebruary 2010. Blue polygons
show a buffer of 20 mile radius around all sites.



The Kentucky Mesonet has been designed as a dyabgrinetwork to serve
both as a critical operational meteorological sepsietwork and as a long-term, research
quality climatological data collection medium. Baxf these core uses of the network
presents unique challenges for the network’s supgpcomputing and communications
infrastructure. Operational users of the Mesonetide emergency managers, broadcast
meteorologists, the National Weather Service, agitical interests, and the general
public. These users need continuous, near-real-diccess to network data, which
requires a robust technology implementation. Rebeasers of the network include
those studying both long-term climatological andrsér-term meteorological
phenomena. Research credibility demands not anilgation of values measured by the
network but also collection of a broad set of matadiescribing those data’s
characteristics.

The United States Senate Appropriations Commi§eecommittee on
Commerce, Justice, Science, and Related Agen@assthessed the critical importance
of mesoscale sensing networks, has recognizeddtier™dl Oceanic and Atmospheric
Administration’s interest in the development ofretional mesonet”, and has looked to
the National Research Council to provide a framé&wor development and operation of
such a national network (S Rep. No. 110-397, 280Bep. No. 111-34, 2009). This
framework has been outlined by the NRC (2009) stdldgerving Weather and Climate
from the Ground Up: A Nationwide Network of Netvadi{NoN), commissioned by the
Departments of Commerce (DOC), Transportation (Q@mY Homeland Security
(DHS), the Environmental Protection Agency (EPAld éhe National Aeronautics and

Space Administration (NASA). The NRC (2009) stumbyes that national priorities
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demand meteorological observations at much finatispand temporal resolutions than
are widely available today and advocates creati@“national mesonet" by harnessing
the energy and enthusiasm of state and local nksaoto a well-organized “network of
networks”. The NRC (2009) study stresses the fhaea high-quality infrastructure to
support data collection, data access, quality asse; and metadata archiving.

A review of pertinent scientific literature revealsvealth of information
applicable to information technology implementatinrsupport of in situ sensing
networks. National Research Council (1999) clinmatitoring principles, World
Meteorological Organization (2006) guidelines, éxhnology implementations for
other networks all provide relevant guidance treegt proven useful in the design of the
Kentucky Mesonet’s technology infrastructure (Brethkal. 1995; Hubbard et al. 2005;
Schroeder et al. 2005; Miller et al. 2007; Splitak 2002). While literature covering
networks similar to Kentucky’s certainly overvieti® information technology
implemented in them, sometimes few specifics apgided concerning the steps,
processes, and rationale used in system desigimguheimentation.

The Kentucky Mesonet, in addition to these existiegvorks, is becoming a
leading example for the construction and operaioa large-scale, real-time, surface
sensing network, including requisite supportinditestogy. The author is a member of
both the Architecture and Research & Developmestbiezl working groups for the
American Meteorological Society’s advisory effoots building a NNoN. Kentucky’s
emerging network is being watched closely by theugs. Lessons learned from its
design promise to help fill in gaps in written sdiéc literature covering in situ network

construction and to provide an updated perspeotivexisting knowledge.
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The purpose and motivation of the author’s applessarch, therefore, has been to:

() significantly increase the spatial coverage, amaimeliness, availability,
and use of originalquality surface meteorological data in Kentucky;

(i) develop the core information technology systemessary to support both
mission-critical operational and research use eftbntucky Mesonet;

(i) show that core information technology-related cotapeies required by a
national network of networks are achievable atdlcal level, even with a
small staff;

(iv) and to provide in the literature an updated pemtsgeon building the IT-
related infrastructure to support a statewide i suirface sensing network,
especially in the areas of communications, datastjgand processing

systems.

1.3 Document overview

As this document will show, the research and depraknt (R &D) efforts of the
author as the Mesonet’s Lead Systems Architectth assistance from other Mesonet
personnel — have substantially solved the chalkewogdulfilled the goals surrounding
each of these purposes. Though the R & D resy#simed here include some highly
technical discussions, this document serves nattasis for some type of internal
systems or operational guide for the Mesonet bstead, focuses on technology

implementation processes and rationale.
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Though it does include each important element,tduke breadth of the work
examined this thesis does not follow a traditidiairoduction — Literature Review —
Methodology — Results — Conclusion” format. Foliogvthe requisite literature review,
which covers both general computing and in sitfiesg sensing network concepts, this
document examines the initial design consideratamtsprocesses of the Kentucky
Mesonet. Network communications choices and impl&ation are then detailed,
followed by a brief examination of overall compugtioode design approach. The
Mesonet’s core, geographic information, and angil@mputing systems are then
reviewed, followed by a look at some of the eadyndfits and uses of Mesonet data. The

typical discussions and conclusions round out tieichent.

1.4 Important background information and considerations

The Kentucky Mesonet’s organizational structureststs of three principle

divisional foci:

(i) field and instrument operations,
(i) information technology,

(i) and quality assurance and control.

The Field and Instrumentation division consistfiell meteorologists and technicians
responsible for the design and construction of Mesasites, the calibration and
maintenance of the network’s instrumentation, dredgrogramming and operation of the

network’s dataloggers which are used for data cotia. The Information Technology
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division, including the author, a full-time devetypand a part-time student, is
responsible for all technical project infrastruetand operations outside of the
instruments and logger, including critical site eoanications. Finally, though
sometimes considered part of the Information Tetdgyodivision in terms of function,
the Quality Assurance (QA) and Control divisionpemted by a QA specialist and
student operators — is responsible for the overallity of Mesonet data. The functions
of the two non-IT divisions, except in areas ofssaver with or support by the IT
division, are generally out of scope for discussiothis document.

Outside of typical desktop support services frordWs Information Technology
helpdesk and some assistance with site commumsagimcurement services from its
Communications Technology division, the Mesoner slivision is on its own in the
building, maintenance, and support of the critinftastructure needed to support the
network. Unfortunately, the division’s Applicati@eveloper position has experienced
high turnover, with three different people holdihigs position in the last three years.

Given that he leads the Information Technologyiflon, the author of this thesis
is a full-time, professional employee of the Kektpdlesonet. In his official capacity,
he has therefore directly supervised or activeige the work of other Mesonet
personnel and contractors in the development oksointhe systems described within
this document. While overall this thesis represéiné¢ cumulative work of the author, it
must for completeness cover some work performeithése other parties. A notation is
provided in the description of all systems or pes@as that have significantly benefited

from the contributions of such other persons ottiest For systems detailed without
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such a notation, it should be assumed that theoaptiovided the overwhelming majority
of effort in their design or implementation.

In the review of this work, it is critical for theader to remember that the
Kentucky Mesonet is a mission-critical, operatiosality complete with its own
decisions and priorities which are not predicatedh@ need of an individual program
employee to finish an academic degree. Such adebgowever, obviously has inherent
deadlines including those for completion of a wentthesis. While some Mesonet
systems have not been developed to their full piatestue to operational challenges,
degree deadlines have required the author to thesarisnapshot” of these systems and
programs as they existed at the time of thesisgpagion. Improvement to systems
design and implementation will continue well afteesis completion. For most
references made by this document, the networkserieed as it stood on 28 February
2010.

In consideration of the public nature of this doeut) a significant portion of the
author’s work cannot be included. Specificallytaidled information about the Mesonet’'s
computing network topology, server configuratiogsd security practices are considered
too sensitive for publication.

Finally, two types of networks are referenced tigloaut this document. One
network is the meteorological sensing network ithalhe Kentucky Mesonet, while the
other network is the supporting computing netwdgxcept in cases where the
computing network is specifically referenced adhstice referenced network should be

assumed to be the sensing network.



CHAPTER 2.LITERATURE REVIEW

2.1 Introduction

Measurements are the foundation of meteorologim@lciimatological studies.
Rotch (1904) noted that meteorology became a seiepon the invention of principal
meteorological instruments in the seventeenth egmivhich made possible the
collection of “exact and comparable” observationsany places on the globe. Just fifty
years after the first synchronous observationssscad‘considerable” territory were
telegraphed to a central office to aid in weatloeedasting, Rotch (1904) also suggested
that meteorology’s data collection infrastructuraswtolerably complete”, except for a
few gaps on the Antarctic continent and the intesioAfrica.

More than 100 years later, though, expansion oéaretogical and
climatological measurement platforms continuesylat Miller and Barth (2003) sees as
a response to the need for more frequent, denpabed, real-time observations to aid in
agricultural monitoring, energy and transportagienning, emergency management, fire
management, and meteorological research and edacafliommunications, computing
power, and other technological resources have glagentegral part in this expansion,
especially in recent decades. Such resourcesevithinly continue their role as principal
expansion facilitators for many years to come.

Knowledge of the history and best practices ohboeteorological/climatological
observation and computing systems is critical i@ ¢onstruction of the Kentucky
Mesonet. This document reviews relevant literature other sources used in search of

guidance toward the development of the Mesonetispeding and communications
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infrastructure. Specifically, it provides a genengerview of the history of, need for, and
types of in situ surface observing systems in the#dd States. General computing
system requirements are then examined, followedl teyview of relevant national and
international standards for in situ measuremertesys. Finally, several existing
measurement / data collection programs similacaps to that of Kentucky’s effort are

examined in detail.

2.2 In situ surface observing systems in the UnitedeSta

Fiebrich (2009) provides a fascinating review a tistory of surface
observations in the United States, noting thatumsénted observations began in colonial
Massachusetts at Cambridge in 1715 and Bostondb.1By the mid-1700s, several
American colonists were making regular observatitotking for connections between
weather and social issues such as diseases. @omad U.S. presidents were certainly
interested in the weather. Fiebrich (2009) remé#rks George Washington’s last written
words were likely used to detail the weather in ktovdernon, Virginia. Thomas
Jefferson also kept a daily record of weather domas from 1776 to 1816. The number
of observations has obviously increased signifigasihce then. A review of both

federal and non-federal roles in this effort isegivbelow.
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2.2.1 History and status of federal efforts

The federal government has long been directly vealin the collection and
reporting of in situ observations in the Unitedt&sa In 1819 the Army organized a
system to make weather observations part of thdaegoutine at its U.S. posts.
Established by congressional resolution in 1870 Ul5. Weather Bureau — operating
under the Signal Corps — made the first 24 syndusnveather observations at 7:35 a.m.
on 1 November of that year. By the time Congremssferred the Weather Bureau to the
Department of Agriculture in 1890, it was beinglizsd that collecting sufficient climate
records was requiring greater funding than avaslablthe time (Fiebrich 2009). From
this realization sprang the Cooperative Observéwbigk (COOP).

Winkler (2004), which provides an excellent revieinfederal efforts, notes that
the COOP program is the oldest and largest offivédvork in the U.S., with more than
11,000 volunteers recording and reporting daily sneaments of maximum and
minimum temperature, liquid equivalent of precipda, snowfall, and other climate-
related variables. COOP observations are genaratlprovided in real time but, instead,
are first sent to the National Climatic Data Ceriid€DC) where observations are
quality controlled before being made availablehi public.

The mission of the Automated Surface Observinge8ygtASOS) — now the
primary federal automated observing system in thentry — on the other hand is to
provide routinely updated data for weather forangsind aviation needs, including
measurements of temperature, relative humiditysqunes, wind speed & direction,
rainfall, visibility, cloud ceiling, and precipitan type. Installed in the early 1990s, with

the majority of stations commissioned after 19980 replaced more conventional
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methods of observation, typically performed by anhn observer. As of 2004, ASOS
was comprised of 569 sites operated by the Federation Administration and 313

sites operated by the National Weather Service (INW® modern day descendent of the
Weather Bureau (Winkler 2004).

ASOS was certainly not the first automated obseaagystem in the U.S. That
claim belongs to the U.S. Navy which establishexfitst such station, weighing one ton
and powered by a gasoline electric plant, in 19%lsupport of aviation interests, the
NWS designed the Remote Automatic Meteorologicadéding System (RAMOS) in
1969 to collect, process, and transmit informatara number of meteorological
variables (Fiebrich 2009).

Winkler (2004) notes that certain inhomogeneitiageharisen in both the COOP
and ASOS networks due to differences in or bias®s fnstrumentation, station location,
and distance between obstacles and measuremeotiplst To prevent such
inhomogeneities from polluting the official climatecord, the U.S. Historical
Climatology Network (USHCN) was developed from aset of approximately 1200
COOP stations, which were selected based on longdseof record, small percentages
of missing data, and a minimum number of changesation location, instrumentation,
and observing time. With reasoning similar to fleatthe USHCN, the U.S. Climate
Reference Network (USCRN) effort began in 2001rtwvjale long-term, high-quality
climate observations over the next 50 to 100 y@dubbard et al. 2005). USCRN,
however, focuses on construction of new statiotigerahan utilization of existing ones.

Its motivation and infrastructure are reviewed mextensively later in this document.
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Finally, an initiative to construct NOAA’s Envirorental Real-Time Observation
Network (NERON) began in 2004, as part of an effortreate an Integrated Surface
Observing System (ISOS) by simultaneously modemngithe COOP program while
providing real-time data from the USHCN. By Dec&mB006, one hundred new
surface stations had been installed in New Engéantbleastern New York toward the
goal of creating a network of surface observingj@ta at a nominal density of one per
every 400 square miles (Crawford and Essenberg;ZDC& 2006). Though it was
making progress, NERON appears to have been nmaistiydoned. Servers supporting
the project, developed under a grant to the OklahGiirmatological Survey, were
delivered to National Weather Service headquadedswere essentially shelved after
testing. The remaining functions of NERON haveorggdly been merged with other
USHCN expansion efforts. Data from newly instaldMEBRON sites appear to be no

longer publicly available.

2.2.2 History and status of nonfederal efforts

While in name NERON may have passed by the waygglepntributions are
fortunately not completely lost — or at least unkne- as they were largely based on the
development of the Oklahoma Mesonet, a state-liettéd deploy a mesoscale network
of surface and sub-surface sensing stations. pedecreased bureaucratic pressure
allows for easier network development at the statal, and private level, as Meyer and
Hubbard (1992) noted a tremendous growth in nomé@deitomated weather stations
(AWSSs) across the United States and Canada indB@sl By 1983, some type of AWS

had been developed in Colorado, Florida, Idahojdiana, New Mexico, New York,
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Oregon, and South Dakota. Major installation cagnawere also thought to be
underway in Alabama, Georgia, Nevada, and Oklahoma.

The networks examined by Meyer and Hubbard (199%2eWfueled by the need
for more specific meteorological data in real oameeal time” than were available from
federal sources. “First-order” stations at thiaietj such as those operated by the National
Weather Service, did not provide the spatial dgnsicessary for many research
purposes and often did not provide the specialidadd sought by the nonfederal
networks, such as information directly applicalol@gricultural interests. The majority
(51%) of the networks examined by Meyer and Hubl§a8®2) consisted of five or
fewer stations, 35% had between 6 and 20 statam$ only 14% had more than 20
stations. The number of nonfederal stations tdt&@s.

By 2007, the Meteorological Assimilation Data Isg8ystem (MADIS), an
aggregator of meteorological data sets, was coligdata from over 20,000 AWS
stations operated by local, state, and federalagemand private firms (Miller et al.
2007). MesoWest, a data aggregator from the wes&ted., was collecting data from at
least 2,800 stations (Splitt et al. 2002). Whib¢hbof these aggregators are treated more
extensively later in this review, their statiorlied are briefly examined here to highlight
continued growth in surface observing systems.

Trenberth et al. (2002) notes that such expansitimese types of networks has
been justified by their increased role in monitgrand modeling climate change and by
their use to reduce climate and weather-relatéd irsthe protection of life and property.

Aside from operational meteorology uses, thougle tlimatological value in such



21

systems comes from providing continuous data ovarge area for a long period of
time.

Though Meyer and Hubbard (1992) noted what wewadht to be considerable
sensor network installation efforts in severalegathere appears to be only a few
examples in relevant literature of nonfederal nekw@perated by a single entity over a
large area with uniform spatial density for anyndigant length of time. For instance, a
review of over 1,600 surface observing stationhewestern U.S. by Tucker (1997)
showed that many networks operated 20 or fewapatatvhile stations in networks with
larger numbers tended to be more closely clustegether. Many other nonfederal
providers appear to be data aggregators, similRtADIS and MesoWest, or private
networks which do not reveal their network statsin the scientific literature.

The best examples of nonfederal entities atterggtiroperate large networks
with uniform spatial density appear to be the Oklaa Mesonet, the West Texas
Mesonet, aggregator-turned-operator the Delawave&@mental Observing System,
and the upstart Kentucky Mesonet (Brock et al. 18#hroeder et al. 2005; Legates et
al. 2005; Brown et al. 2008; Grogan et al. 201Bpth the Oklahoma and West Texas
networks are examined extensively in subsequetibesc As noted, the subject of this
review itself was to aid in the development of Kentucky network.

Finally, Tucker (1997) notes that the distinctimiween federal and nonfederal
networks is often blurred, as many projects rectaderal funds to either construct or
operate their network. Such is the case for thetlkaky Mesonet, which has received a
substantial amount of construction funds from NOWA both federal earmarks and

direct grants.
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2.2.3 The emerging Nationwide Network of Networks

As described in the review of federal efforts, NBEBRs push to develop a
nationwide meoscale observing network solely owensdi operated by the federal
government has been abandoned, but the push te eré&aational mesonet” has not.
Instead, the National Research Council (2009) supp@gregating individually owned
networks — both federal and nonfederal — into augirnetwork whose infrastructure
supports systematic, nationwide collection andasiseation of observations. In this so
called “nationwide network of networks” (NNoN), inedual operators would continue
to serve their specific missions as they do nowwmuld be subject to new standards
and practices from which would be derived a colNecbenefit (p. 159). Data from these
individual networks would be aggregated and a &ohget of national products based on
raw observations would be made available (p. Houbh leadership from the federal
government is important for the NNoN, it is desitedt nonfederal operators play a large
role in its conception and operation. The Amerib&teorological Society’s Ad Hoc
Committee on the NNoN is currently providing sciBoinput regarding many network
topics; the author currently serves on the comeigtarchitecture and R & D Testbed

working groups.

2.3 Design considerations — general computing systemesepts

The World Meteorological Organization (WMO) hold&t “an observing system

is not complete unless it is connected to othetesys that deliver the data to the users

(WMO 2006). Since this document is intended tgpsupand describe development of



23

the communications and computing systems whicliti@e such a connection, a brief
examination of general information technology pecbjaractices is useful. Though far
from comprehensive, the role of information tecloggl (IT) in an enterprise is reviewed
below, along with certain applicable IT definitiomkecisions, and design principles. The
review moves from higher- to lower-level concepisginning with overall

considerations of IT within an organization, movioga treatment of overall IT project
and network design principles, and ending withieflmonsideration of an individual

software application design concept.

2.3.1 Role of IT in the enterprise

Dewett and Jones (2001) notes that the availalaifity use of information
services and technology has grown almost to thet pbibeing commodity-like in nature,
becoming nearly as ubiquitous as labor. The arholds that information technology
leads to information efficiencies (an increasermant and quality of information) and
information synergies (performance gains via catabion) in the enterprise by

contributing in unique ways:

() IT codifies the knowledge base by facilitating argational memory and
making knowledge easy to communicate, assimilébeg sand retrieve.
(i) IT increases boundary spanning by allowing emplsyeejuickly access

useful knowledge and data.
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(i) 1T promotes efficiency by providing the ability $tore and retrieve lots of
information quickly and inexpensively.

(iv) Given that it determines the way information igsth transmitted,
communicated, processed, and acted upon, IT prenmutevation by
moderating many aspects of the process of bringavg ‘problem solving

ideas’ into use.

2.3.2 Information technology definitions

Before information technology design practices pndciples are examined, it is
perhaps appropriate to offer some definitions ofegal information technology concepts,
starting with information technology itself and amglwith a definition of an enterprise

application.

2.3.2.1 Information Technologies, Information Systems, &rfdrmation Technology

Dewett and Jones (2001) defines information sys&srthe enterprise-wide
systems designed to manage all major functionseobtganization as well as general
purpose systems targeted toward specific usesrnhattion technologies are described as
a broad array of communications media and devideshwlink people with the
information systems. Because information systemaisiaformation technologies are
inextricably linked, Dewett and Jones (2001) sugte=y be collective referred to as

information technology (IT).
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2.3.2.2 Systems Architecture and Engineering

Fowler (2003) notes that architecture is a term @y IT practitioners attempt
to define, but with little agreement, while suggsgthat architecture consists of two
common elements. The first element is a breakdoivensystem into its parts, the other
being the decisions made about systems designtin(a006) states that systems
architecture is concerned with an overall integegtmulti-level systems perspective that
includes both component level and application levejineering while suggesting that
systems engineering is a broader concept thatdeslinformation technology hardware
development and policy implementation. FinallycEaan (1987), the most widely
referenced authority on the definition of systemth@ecture, holds that there is reot
systems architecture busatof additive and complimentary architectures, idahg

architectures for describing data, IT processes camputing networks.

2.3.2.3 Enterprise Applications

Fowler (2003) defines enterprise applications arstlesns generally as those that

handle lots of persistent data and multiple, coreniraccess to that data.

2.3.3 IT project success and failure

Martin (2006) examined the factors that influerfoe $uccess and failure of IT

application projects and identified at least tHeors associated with high or improved
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performance and three associated with poorer pedoce. Factors found to be

associated with high or improved performance are:

() amature, well-planned approach to project archite¢
(i) externally sourced information technology systebehaving as expected’;
(i) and, ironically, strong non-functional requiremefatshigh performance,

reliability, and security.

Factors found to be associated with poorer perfoo@anclude:

() application of a conservative technology strategy,
(i) changes in project requirements or staff,

(i) and requirements for application portability acrosstiple platforms.

Dewett and Jones (2001) identified the role thaetplays in the success of
information technology implementations, noting agyession of IT use and success
within an organization over time. At first, orgaations may be less successful in their
IT projects as they learn how to use and impleriet its fullest potential — so called
‘first-order’ learning. With time, though, IT doégcome successfully engrained in an
enterprise, and related implementation activitiaagition to ‘second-order’ learning,

where technologies are modified to better matclotganizational environment.



27

2.3.4 Project configuration decisions — variables angeats

Management decisions and configuration constrairgbvious additional drivers
leading to the success or failure of IT projedfghile noting that resource availability,
time scale, and supply of available employees atractors can greatly constrain project
configuration, Martin (2003) suggests that theeethree key management decision

variables associated with project configuration:

() IT architecture — the planned, integrated choiceoohputing systems
(hardware, software);
(i) the resources and skills of the people implemerttiegoroject;

(i) and application of appropriate methodologies ardes.

The actual drivers of project configuration are:

(i) project requirements — the need for the projesttesfy functional and non-
functional requirements within its time scale andidpet;

(i)  strategic objectives — an organization’s strate@jectives strongly influence
configuration;

(i) risk management — risk management may dictateatpadject remain behind
the leading edge of technology in well-charteredens

(iv) experience — application experience is importamhé&process of program

design;
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(v) and pragmatic resolution — the need for delivetmmgpecification within
time and budget must be practically reconciled sttiategic guidelines for

architecture, resources, and methodology.

2.3.5 Project design principles

Richardson et al. (1990) suggests a set of expeztebased principles for
guiding the design of information technology whrelwolve around the enterprise, data,
and applications. For the enterprise, they hodd Eh professionals need to report either
directly or indirectly to the person responsibletfee IT function within a business unit
and that IT functions be organized to make the rafisttive use of IT as a strategic tool.
They suggest that successful application developrbased upon formal planning
methodologies, requires proactive user and spangolvement to ensure proper
functionality and ultimate success. Finally, thejieve that data should be viewed as a

corporate asset and should be managed as such.

2.3.6 Network design considerations

Computer network management is key to the sucdemsydT initiative.

Murhammer et al. (1999) holds that any network #hbe designed around eight

fundamental principles:



(ii)

(iii)

(iv)

(v)

(vi)
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scalability — A well designed computing networloige that is scalable, or
able to grow and accommodate new requirements;

open standards — The computing infrastructure gageent used in the
network should employ open standards to ensure abbilgy with other
devices. Proprietary features of network infragiee should be avoided as
they can severely limit flexibility, especially the future;

availability — Availability generally refers to treemount of time a computing
network is accessible and capable of performingeigsiired tasks. Logical
and physical redundancy are key to ensuring thigadviety of a computing
infrastructure;

modularity — Modularity is the division of a complsystem into smaller,
more manageable parts. In a modular architectaifare of one computing
or network system does not cause the entire imfretsire to fail. Also, the
addition of a network segment does not requiredesssing of all hosts in
the network;

security — Obviously, security is of utmost impoxta in any computing
network. Security risks must be considered duttegdesign phase of a
network instead of being an afterthought. Secwatysiderations are critical
when a computing system will be accessible fromrhernet;

network management — The ability to manage an Bedaetwork should be
considered at the outset of network design. Nekwmanagement design
should include methods to monitor the health ofrteivork, to ascertain

operating conditions, to isolate faults, and toficpme devices;
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(vii) performance — There are two types of performang®rtant for a computing
network: throughput and response time. Througigptite amount of data
that can be sent/received by the network in thetssbtime possible, while
response time is the amount of time a user musgthefore a result is
returned by the network;

(viii) and finally, economics — One of the most difficthtallenges of computer
network design is balancing costs while meetingtdéer requirements of the
network. Some fancy features may have to be dipperder to meet cost
requirements, but care should be taken to stilltroteer basic network

requirements.

2.3.7 Application design considerations

Finally, Fowler (2003) provides guidance toward ¢theation of specific
applications within an IT project or organizatisnggesting that a layered design

approach be utilized. The three principal layees a

(i) the presentation layer, which is primarily respblesfor the display of
information to the user and the interpretation@hmands from the user into
actions which operate on the data source and dolangens;

(i) the data source layer, which is responsible forraomicating with other
systems that carry out tasks on behalf of the egfptin and for which an

enterprise database is usually the biggest member;
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(i) and the domain layer, also referred to as the basitogic layer, where the
actual work that the application needs to do i$quared according to rules

specific to the enterprise.

2.4 Design considerations — in situ surface networkiregents

Langdon (2003) suggests that any information systamhitecture must be very
cognizant of business needs and must include metbdre business requirements and
information systems capabilities are matched. uFaito consider enterprise-specific
requirements throughout the design of all compudind communications systems could
lead to, at best, an architecture poorly matchdebemeeds of the enterprise or, at worst,
to complete project failure. In other words, besis requirements are the principal
concern behind systems design.

As with any computing network being designed fepacific purpose, in situ
meteorological sensing networks place specializsigth demands on their supporting
computing infrastructure. The most stringent regmients arise when the meteorological
network will also be used to build a long-term,eash quality climatological record.
Once again, relevant scientific literature savesdfty and provides guidance on the
demands required of information technology by tn sietworks, or at least on the
functional requirements which the IT infrastructsh®uld support. This literature is

reviewed below.
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2.4.1 General literature

Karl (1993) examines the requirements for databdsaged from long-term
measurements that can be used to document andradpstand historical and ongoing
climate variations and change, noting that inhomegees in the data must be avoided.
While station histories can be easily ignored sithey are not a requirement for station
functionality, Karl (1993) holds that continuouscdmentation about station location,
types of instruments used, their exposure and gtesabove ground, information about
local surroundings, observing schedules, and maamiee procedures are critical.

Trenberth et al. (2002) extends this concept,esging that a climate observing
system must focus not only on the climate obsesaatthemselves, but also on the
processing and support systems which ultimately teaeliable and useful products.
They maintain that a real-time quality control gystmust be implemented to guard or
warn against biases, errors, or missing data, ailvguhe idea that the absence of a
commitment to reliability ultimately leads to archive incapable of delivering quality
data.

Certain obstacles though, such as availabilitiuntling or other resources,
certainly constrain the ability of a sensing netwiar fully implement all desired
information technology systems and can lead todgustment of implementation plans.
Realizing this, Trenberth et al. (2002) suggesas tifie following priorities, from highest

to lowest, be maintained:

(i) data collection and archiving,
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(i)  distribution of the raw data in near-real time,
(i) quality control of the data in delayed mode andhiarng of datasets,
(iv) development and maintenance of data access togls\eb sites),

(v) and follow-on processing to produce analyses aadalgses.

As part of an international workshop, Brown and biatal (2000) provided
guidance based on important lessons learned ideielopment of automated weather
stations, noting that planning is the most impdrtspect of developing and operating a
network, that it should begin at network concepaod continue throughout the life of a
network, and that it should certainly extend tcadatrieval, processing, and quality
control procedures. Noting the same funding olessams Trenberth et al. (2002), Brown
and Hubbard (2000) also stressed the importanedwfating administrators about the
cost of running a weather network, holding thatding based on short-term grants can
lead to a “feast or famine” funding cycle which caeate a loss of network focus and
make key technical personnel retention difficutt.terms of a network’s technical
architecture, Brown and Hubbard (2000) stressed¢velopment of automated quality
checks on incoming and processed data, the develupoh value-added analysis
products, and the essential creation of network@mess by potential stakeholders via

outreach activities.

2.4.2 National Research Council (1999) climate monitognigciples

Certain national and international standards adgtgirovide guidance toward the

creation of in situ networks and their attendafarimation technology functions. The
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first of these considered here is the result ofabek of the National Research Council
(NRC 1999) Panel of Climate Observing Systems Stallthe panel noted that climate
researchers often rely upon existing, operatioedarks for data but that confidence in
research results can be severely limited by defes in the accuracy, quality, and
continuity of network records.

To help prevent those limitations, the NRC (198&nel adopted ten climate
monitoring principles that should be applied tongte monitoring systems. Five of these
principles — metadata, data quality and continwiontinuity of purpose, data/metadata
access, and climate monitoring requirements — tdyre@apact computing network design

and are therefore examined in greater detail below.

2.4.2.1 Metadata

Metadata is essentially data about the data. M&G@und May (2003) defines it
as everything a researcher would need to knowderdo process a network’s climate
data. NRC (1999) principles require that each oiasg system and its operating
procedures be fully documented. Such documentatiast cover all facets of the
sensing network, including instruments, instrunsarhpling time, calibration, validation,
processing algorithms, station location, exposoegl environmental conditions, and
other platform specifics that could influence tlagadhistory. NRC (1999) holds that
metadata collection should be a mandatory netwamnktfon and that metadata should be

archived with the original data.
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2.4.2.2 Data quality and continuity

A climate monitoring network should assess datdityjuand homogeneity as part
of its routine operating procedures. The assestssim@uld include routine evaluation of
long-term, high resolution data capable of revepind documenting important extreme

weather events.

2.4.2.3 Continuity of purpose

NRC (1999) holds that a climate monitoring networkst maintain a stable,
long-term commitment to its observations. Longrtelata storage provisions should be
made and the data record should be insulated fronpb associated with uncertain

funding situations.

2.4.2.4 Data and metadata access

NRC (1999) encourages climate monitoring netwéokdevelop data
management systems that facilitate data accessamgénterpretation of data and data
products by users. High importance is placed eedom of and low cost access to data
through directories, catalogs, browsing functiagts, Access to metadata on station and
sensor histories should also be made availableo,Afjuality control should be an

integral part of data management.”
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2.4.2.5 Climate monitoring requirements

Finally, NRC (1999) actually recognizes the nemdcbmplete understanding of
an in situ network’s ‘business’ requirements in design of its information systems.
Specifically, network designers, operators, andrexegs should fully understand climate

monitoring requirements at the outset of networsigie

2.4.3 Global Climate Observing System (GCOS) design jplas

The Global Climate Observing System (GCOS), co-spmd by the World
Meteorological Organization (WMO), the Intergovermal Oceanographic
Commission (I0C), the United Nations Environmerdadg?am (UNEP), and the
International Council for Science (ICSU), was ebshied in 1992 to ensure that the
observations and information needed to addressatdirelated issues are obtainable by
and made available to all potential users (GCOSR0 the course of GCOS
development, twenty climate monitoring principles/é been adopted, five of which

directly apply to supporting information systems:

()  The details and history of local conditions, instants, operating procedures,
data processing algorithms, and other factorsrpntito interpreting data
(i.e. metadata) should be documented and treatickineé same care as the

data themselves.
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(i) Data management systems that facilitate accessandenterpretation of
data and products should be included as esselgmakats of climate
monitoring systems.

(i) Data systems needed to facilitate user accessnatel products, metadata
and raw data, including key data for delayed-mod#dyais, should be
established and maintained.

(iv) Operational production of priority climate produstsould be sustained and
peer-reviewed new products should be introducexppsopriate.

(v) The quality and homogeneity of data should be @tubhssessed as a part of

routine operations.

2.4.4 World Meteorological Organization (WMO) standards

In its Guide to Meteorological Instruments and Method®bservatio(WMO
2006), the World Meteorological Organization prasd substantial wealth of guidance
toward the operation of automated weather stati@sdance and details related to their
supporting information systems — specifically, imhation related to general systems

design, data collection, metadata, and qualityrasse/control — are reviewed below.

2.4.4.1 General design considerations

The WMO (2006) expresses that the specificaticiuiottional and technical

requirements of the IT systems which support a agtwf automated weather stations is

a complex and often underestimated task, notingttihaguires close cooperation
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between in situ network designers, specialistelecbmmunications, software
specialists, and data users. It holds that theaered computing system should
facilitate data acquisition; remote control and $ekeeping of sensing stations; network
monitoring; data archiving, quality control, andpessing; and data transfer to internal

or external users.

2.4.4.2 Data communications and transmission

As WMO (2006) asserts, data transmission and camuations provide the link
from a sensing station to the outside world whoé&ding that the appropriate means of
transmission depends on the site(s) in questiorttacost readily available
transmission equipment. As the document detaglts ttansmission between a sensing
station and the central computing system can opanatifferent modes — in response to
external commands, at periodic time intervalspagmergency conditions when certain
meteorological thresholds are crossed. Both one-two-way communications are
potential options for data collection, with two-wagerations being more powerful as
they enable the central computing systems to semuh@and messages to the field to
initiate a change in mode of operation or to upload operating software. Two-way
communications also allow for data to be colle@edon-routine times.

WMO (2006) examines potential choices of commuioca technology as well,

including:
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(i) Integrated Services Digital Network (ISDN), whictiess very high security
and data speeds adequate for climatic data transfer

(i)  Wide Area Network (WAN), where the sensing sta@mid central computing
system are nodes on the network, with data dividedpackets according to
specific transmission protocols;

(i)  Virtual Private Networking (VPN), where data flowihetween sensing sites
and central operations is encrypted on a publect@hmunications network;

(iv) and finally, dedicated circuits, where central cotimm facilities are directly

connected to sensing sites.

Admittedly, many of these technologies overlap tatte are certainly more choices

available, some of which are hybrids of those satggkabove.

2.4.4.3 Metadata

WMO (2006) maintains that the central computingtesns of quality in situ
sensing networks must enable the collection andadiisty of detailed information
concerning the observing system itself and all gearto it that occur during the time of

its operation. Specifically, the metadata datalshseild include:

()  network information, such as the operating autkipand the type and

purpose of the network;
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(i)  station information, such as administrative infotima, location, descriptions
of surroundings and obstacles, instrument layauilifies (communications,
power supply, cabling), and climatological descopt

(i) and individual instrument information, including mdacturer, model, serial
number, operating principles, performance charetites, calibration data

and time, siting and exposure, etc.

2.4.4.4 Quality assurance and control

WMO (2006) notes that quality control aims to agkiassured quality and
consistency of output “through a carefully desigsetiof procedures focused on good
maintenance practices, repair, calibration, and daality checks”. It advocates a robust
automated quality control system, facilitated byypeopriate’ hardware and software
routines, which minimizes the number of inaccueatd missing observations. Quality
control algorithms may be applied in either realdj where data are checked during
initial acquisition or processing stages as closhé¢ time of observation as possible, or
in delayed mode, where more robust statisticalspatial data checks are possible.
Recommended quality control checks include intrasse comparisons, inter-sensor

comparisons, hardware checks, etc.
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2.5 Review of similar projects

Using recommendations from the sources and natiantdrnational standards
described above as a guide, a review of literaanceother information has been
conducted to reveal meteorological and climatolalgiedustry best practices that are
applicable to the design and operation of the KekytiMesonet information technology
infrastructure. Five operations — the Oklahoma des, the U.S. Climate Reference
Network, the West Texas Mesonet, the Meteorologhszimilation Data Ingest System
(MADIS), and MesoWest — involved in the collecti@orrection, and dissemination of in
situ surface meteorological data have been chagereview. These operations were
selected based on their similarity with Kentuckyddeet goals in terms of size, scope,
organization, and/or functionality, even though sashthem are federally operated.
Though the last two projects reviewed are only daggregators”, their functional
requirements are similar enough to those of thetlalty Mesonet to warrant review.
Where applicable and available, each operatioraséed in terms of its general
description, general computing system design, clataction & storage mechanisms,
metadata databases, quality assurance / qualityotegstems, data access systems, and

availability assurance mechanisms.



42

2.5.1 Oklahoma Mesonet

2.5.1.1 General description

Begun in 1987 and operational on January 1, 19@10Oklahoma Mesonet
(Oklahoma) sets a high standard for dual-use, Hagisity meteorological/climatological
sensing networks and is quite possibly the besivknand operated system of its kind. It
consists of 115 sensing stations across Oklahotitiaaivieast one station in every
county. The network was built and is maintainedhsyUniversity of Oklahoma, the
Oklahoma State University, and the Oklahoma Clinegioal Survey (OCS) (McPherson
et al. 1999, 2007). Meteorological parameters nregisby Oklahoma (Shafer et al.

2000) include:

() 10 m wind speed & wind direction,

(i) 9 m temperature,

(i) 1.5 m temperature & relative humidity,
(iv) 2 m wind speed,

(v) 1.8 m solar radiation,

(vi) leaf wetness,

(vii) rainfall,

(viii) barometric pressure,

(ix) soil moisture,

(x) and>5, 10, and 30 cm soil temperature.
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Daily operations for Oklahoma fall under the jurtstbn of OCS, which was
established in 1980 to provide climatological seegiand research for the citizens of
Oklahoma. As McPherson et al. (1999) notes, O@frsary outreach activities before
Mesonet creation involved judging science fair pctg, speaking at career days and
other school events, and providing summaries ¢¢ sianate data to interested parties.
With the Mesonet, OCS is now able to provide fiviewnte meteorological observations
from across the state and has collected over 8iérbiveather and soil observations
since its inception (McPherson et al. 2007).

OCS staffing levels have grown substantially sio@ation of the Oklahoma
network. In 1990, the Survey employed four sceatitwo administrative assistants, and
four to six students. By mid-1998, it had 30 fiuthe and 33 student employees
(McPherson et al. 1999). A check of the OCS webshows approximately the same

number of employees today.

2.5.1.2 General computing system design

In its earliest days, Oklahoma’s central compajastem consisted of a field
communications PC, a data logger PC, a pair of MB& machines, and a pair of data
dissemination PCs (Brock et al. 1995). Today@k&ahoma network’s computing
infrastructure includes approximately 30 “x86-stydemputers, mostly running a Linux
operating system, which perform both in situ datk$ and administrative functions

(Wolfinbarger 2006).

! http://climate.ok.gov/aboutocs/directory.php
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2.5.1.3 Data collection

In 1995, Oklahoma collected five-minute tempoesalution data at fifteen-
minute intervals. Today, it collects on five-miauntervals. To retrieve data from
remote sites, it utilizes the Oklahoma Law Enforeabhilelecommunications System
(OLETS), a statewide radio communications netwankpgosed of city, county, state,
federal, and military law enforcement agenciesdirkct radio link exists from each
remote site to a nearby OLETS terminal in a shierdffice or other similar location.
Messages from OLETS are then routed to the OklaHdesonet operations center
(Brock et al. 1995; McPherson et al. 2007).

The determining factors for Oklahoma’s communamadi choice were “statewide
coverage, reasonable cost, high reliability, atiutd-way link, and moderate bandwidth”
(Brock et al. 1995). Satellite communication vi@ES’ was considered, but did not pass
Oklahoma’s requirement for two-way communicatioiisvo-way operations allow OCS
operators to retrieve missed data from sites apetimrm administrative functions such
as setting clocks or uploading new datalogger @mogr(McPherson et al. 2007).

In addition to the OLETS-based system, Oklahorsa akes two small 900-MHz
spread-spectrum radio systems. One system opénaesarea where transmission
difficulties have been experienced; the other eduer direct data transfer — bypassing
OLETS - for stations in line of site of Sarkey’sdegy Center, a 15-story building on the
Oklahoma campus.

Oklahoma'’s field sites use Campbell Scientificaliaggers, either the CR10X-TD

or CR23X-TD model, though an upgrade is report@uiyrogress. At its operations

2 Geostationary Operational Environment Satellite
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center, Oklahoma utilizes eight computers for @atéection via Campbell Scientific’s
(2009) LoggerNet software. Four machines are asatirect data collection servers,
while an additional four machines are utilized fietwork administratioh In the
Oklahoma design, no more than approximately 5@ site assigned to each
collection/administration computer pair due to parfance concerns. Data observations
and automated quality assurance flags are stordet@DF (UCAR 2009c) files

(Wolfinbarger 2006).

2.5.1.4 Metadata databases

Oklahoma’s instrumentation database contains irdtion such as sensor serial
numbers, locations, and operational status. Fw®@ecalibrations, results of pre-
calibration checks, instrument upgrades, and palgtration checks are maintained. A
“residence-time” reporting system, which recordw hong a particular sensor has been
in a particular location, is also a part of Oklaledsdatabase system (Brock et al. 1995;
Shafer et al. 2000).

Oklahoma’s database system also serves as thargrangine for a sensor
trouble ticketing system, which is used to repod secord sensor problems and
resolutions. The trouble ticketing system utilizeseb-based front-end. Trouble tickets
include information such as station, parametehlera description, date/time of problem
onset, etc. (Shafer et al. 2000).

Oklahoma currently utilizes a pair of databaseessrfor instrument, calibration,

and maintenance tracking purposes. It previouslized an Oracle database solution but

% administration of the sensor network, not the cot@pnetwork
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has migrated to a MySQL solution (Wolfinbarger 2D0Bor organizational purposes, its
database is separated into four interrelated coemiena user module, a network site

module, an equipment module, and a quality asseraradule (McPherson et al. 2007).

2.5.1.5 Quality assurance and control

Brock et al. (1995) holds that data faults mustiécted rapidly and corrective
action must be initiated in a timely manner in ergiemaintain high data quality.
Oklahoma’s quality assurance (QA) system is desigaaever alter recorded data but to
set ‘status bits’ indicating suspected data quadgyes. Flagged data are available for
research purposes but are not generally availablegerational use.

Oklahoma utilizes four distinct types of method#t$nQA process: laboratory
calibration and testing, field intercompariépautomated routines, and manual
inspection. Automated flags are set using a tetep-process that applies filter checks
such as those that indicate the presence of aitéghmon-site, more robust statistical
algorithms, and a “decision maker” step which setsfinal QA flag. General bounds
and integrity checks are applied to data as theyeueived, while more intricate step,
persistence, spatial, and like-instrument compassoe applied on a delayed basis. For
real-time data, up to eight quality control (QQtseare run per observation and
completed within one minute of data receipt. UA3dQC tests are run on each variable
during delayed tests. Additionally, manual QC diseare recorded throughout the day

and night by mesonet operators (Shafer et al. 20@®herson et al. 2007).

* Comparison with a special, reference remote statidlocated with a mesonet site. The refereragiost
contains higher quality instruments (Brock et 8199).
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Oklahoma’s data are all tagged with one of four @4s: “good”, “suspect”,
“warning”, or “failure”. Only “good” and “suspectiata are delivered in real time to
users. “Warning” and “failure” data are withhetdrh public display (McPherson et al.
2007).

Like the Kentucky Mesonet, Oklahoma has a misgishare its data with
multiple federal, state, and local government gs&s as well as with private users (Brock
et al. 1995). Datasets are made available to r&sexs through multiple methods,
including via ftp, CD, and DVD. For public use, l@koma'’s website
(http://'www.mesonet.org) is the main source fohbalbservations and information about
the network. Specialized web products have alsn beveloped for media, public
safety, and other interests. As part of its di&gaemination efforts, Oklahoma
developed WeatherScope, a custom data visualizetiftware package, which can be
used to display weather and geographical informdtiom sources within and outside
Oklahoma (McPherson et al. 2007). Oklahoma usdBpieuservers to support data
access and dissemination, including two machineprisduct generationtwo load

balancers, and four machines for web serving (Wbérger 2006).

2.5.1.6 Availability and reliability

Brock et al. (1995) notes that “reliability is ahgely critical for a system that
supplies real-time data for emergency managemdde¢dundancy has always been
evident in Oklahoma’s computing infrastructure.eTdriginal VAX machines were

designed in a paired configuration with common dilgs and failover capability.

® such as GIF images, data graphs, meteorograms, etc
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Today, Oklahoma'’s infrastructure depends on pgsriof primary/backup
computers for critical functions. The network’seogtions center continuously monitors
incoming data and systems for irregularities. Addilly, monitoring servers are utilized
to automatically check the health of Oklahoma’'sveeks, both computing and sensing,

and to issue alerts if necessary (Wolfinbarger 200éPherson 2007).

2.5.2 United States Climate Reference Network

2.5.2.1 General description

The U.S. Climate Reference Network (USCRN), operateNOAA’s National
Climatic Data Center (NCDC) in Asheville, NC, imational surface monitoring program
aimed at providing long-term, high-quality climatieservations — especially for air
temperature and precipitation — over the next 500@ years (Hubbard et al. 2005). “The
objective of the United States Climate Referencewik is to measure, record, and
report with the highest possible quality a thordyglocumented set of surface
environmental observations, representative of lineate of the United States” (NOAA
2003).

Plans for USCRN include approximately 300 locatiGd®AA 2003). As of
2006, there were 80 operational sites (Phillips30But that number has recently
increaseto 114. While primary measured parameters areaiperature and
precipitation accumulation, secondary measurednpeters include wind speed, solar

radiation, and ground surface skin temperaturesAANQ@003).

® per check of USCRN website at http://www.ncdc.ngag/crn/
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While USCRN'’s mandate to operate a climatologiczsearch quality sensing
network is similar to that of the Kentucky Mesongeis important to remember that

USCRN does not operate as a real-time, operatiroetdorology network.

2.5.2.2 General computing system design

NCDC is charged with incorporating ingest, invegit@uality control,
maintenance initiation, and long-term observatitmmage into its routine base of
activities (NOAA 2003). One of the most importémhgs to remember when reviewing
USCRN'’s computing infrastructure stems from thiswadete; USCRN extensively
leverages NCDC and NOAA's existing computing infrasture. For instance, NCDC'’s
existing database experts administer and backupRMN&Cdatabases on existing Oracle
servers. Long-term raw observational data storaggcorporated into NCDC'’s existing
storage infrastructure. USCRN utilizes existing NCDPS, power, rack space, and
bandwidth. Finally, NCDC leverages the existing@teimmunications infrastructure at
NOAA's Silver Spring, MD headquarters for some datgest functions (Phillips 2006;

Hall 20086).

2.5.2.3 Data collection

NCDC is the central data collection facility for ORN; it ingests and processes

reports from all USCRN field sites (NOAA 2003). UBR collects a data stream from

each site once an hour. This stream includesuhrertt hour’'s measurements, plus a
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repeat of measurements from the previous two hdimis.redundant data transmission is
necessary as incomplete messages are sometimstenhgee to the use of one-way
communications via GOES (Phillips 2006).

The one-way GOES communication from the sites caseeeral drawbacks

(Phillips 2006; Hall 2006) including:

(i)  Bandwidth availability limits the number of paramest measured.

(i)  Transmissions are limited to once-per-hour.

(i) Remote data logger reprogramming or addressingtipassible.

(iv) USCRN does not directly control the entirety ofdega handling process.
(v) Data not transmitted by a site in the three hamgmission “window”

described above must be manually collected inithé. f

NCDC uses three redundant ingest methods to helagtee automated data
receipt. After data are transmitted by the siteG@ES, they are received by NCDC via
NOAAPORT/GTS, DOMSAT, and FTP from the National Wesa Service’s
Telecommunications Gateway (Hall 2006).

The raw data stream from each sensing site isw@esdgl element list that includes
a time/date stamp, a datalogger program versiorbeunand a series of numeric
observations. The program version number is netxddtermine the number and order
of observations in the data stream; the field dagérs are not identically programmed

and can transmit different measurements in a @iffeorder. Original USCRN data
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streams consisted of clear ASCII text. Howeveéraasition to a binary format more
conducive to compression is underway (Phillips 2006

Datastream ingest and initial processing is camigdon an IBM AIX server (4
processors, 8 GB RAM, 2 TB local storage). On@e@ssed, data are stored in an
observational Oracle database running on a SUNeseRedundant ingest servers are
located in Boulder, CO (Hall 2006).

Raw data received by NCDC are stored in its archagethe official sensor site’'s
climatological observation record. Processing amunalized database storage are

viewed as convenient data access facilitators [{[FH2006).

2.5.2.4 Metadata databases

USCRN collects and stores metadata for all oingsruments. Equipment serial
numbers, calibration history, failure reports, amaintenance records are all maintained
in an Oracle database. The full complement ohatriment’s metadata is stored once in
the database. Metadata changes are then permasiendd on a change-by-change
basis, allowing a full instrument metadata histirype constructed through SQL
database queries (McGuirk and May 2003; Phillip3630

The official repository for USCRN sensing statioetadata (latitude/longitude,
elevation, site maintenance, etc.) appears to hastergone a series of transitions in the
last few years. At the time of McGuirk and May Q3), the repository was an Oracle
database named CRNSITES, but was being migratachéov system called MI3

(Metadata Integration and Improvement Initiativejowever, Phillips (2006) indicated a
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possible transition to an Oracle-based Integratatdd® Information System (ISIS)

currently under design.

2.5.2.5 Quality assurance and control

Philips (2006) indicated that the automated qualdgtrol processes applied to
data directly by USCRN involve mainly basic ranpecks and field intercomparisons
against collocated sensors. The range checksade more robust by incorporating
seasonal and regional changes for each paramétese varying ranges are stored in a
database, as are any QC “flags” generated by theksh In consideration of disk space
and database clutter, no flag indicating an obsenva passing of QC checks is stored.

USCRN does not directly apply spatial QC checkisstdata. However, NCDC
applies spatial QC to a wide range of in situ ddt@ienerates several gridded datasets
for use in the QC process. The PrecipVal produbich is used for assessing
precipitation data quality, integrates ASOS, radatellite, and model data into a single
gridded product. A similar product exists for teargture analysis and a snowfall product
is being developed (DelGreco 2006).

USCRN'’s quality control manager monitors data fralirsites for potential
instrumentation problems. Once identified, thesdblems are entered into an anomaly

tracking system that is part of the network’s matadiatabase (McGuirk and May 2003).
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2.5.2.6 Data access

NCDC has a mandate to “provide timely access tgUSCRN] data, station
history, and all other documentation to a worldwatlentele. All [USCRN]
observational data, attached respective ‘flagstanteta, and all documentation shall be
posted to the web-accessible [USCRN] databaseectdn-line access” (NOAA 2003).

NCDC operates a load balancer plus several putdiz serverswhich allow
access to USCRN data. Public data access is enapkedead-only connection from the
web servers to the USCRN Oracle databases. Arasttee graphing application, built
with Java and coded by Phillips (2006), provides d#ésualization. Tabular data are also

available.

2.5.2.7 Availability and reliability

USCRN relies on NCDC'’s existing best practices iamlist infrastructure for

maintaining availability and reliability of its spprting computing systems.

2.5.3 West Texas Mesonet

2.5.3.1 General description

The West Texas Mesonet (WTM) is an in situ sensigtgvork designed to

provide “free, timely, and accurate” meteorologiaall agricultural data about the South

’ See http://www.ncdc.noaa.gov/oa/climate/uscrn/
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Plains/Rolling Plains region in western Texasis lnodeled after the Oklahoma Mesonet
and consists of more than fiftgutomated surface sensing stations, two atmospheri
profilers, and one upper-air sounding system (Satheoet al. 2005). WTM is operated
by the Wind Engineering Research Center in theggellof Engineering at Texas Tech
University. Parameters measured by WTM'’s surfaresars (Schroeder et al. 2005)

include:

() 10 m wind speed and direction,

(i) 9 m temperature,

(i) 2 m solar radiation,

(iv) 2 m wind speed,

(v) 1.5 m temperature and relative humidity,
(vi) rainfall,

(vi) leaf wetness,

(viii) and soil temperature and moisture.

2.5.3.2 Data collection

WTM collects meteorological data (air temperatimanidity, etc.) in real time
every five minutes. Agricultural data, such ad smisture content, are collected every
15 minutes. WTM'’s primary communications systera [goject-developed Extended

Line of Site Radio System (ELOS). Similar to thel&@loma Mesonet, WTM attempted

8 Per website, http://www.mesonet.ttu.edu
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to gain access to its state’s law enforcement deh@cunications system, but was denied.
Satellite communication was deemed unacceptabtbéproject (Schroeder et al. 2005).

WTM's ELOS includes antennae on 73 m towers andamtennae at the 61 m
level for radio base stations. At the time of $euler et al. (2005), 10 out of 28 WTM
stations utilizing ELOS also served as communicati@peaters. Two additional
communications repeaters — not collocated with somet sensing station — were also a
part of the network. The use of ELOS made commutioica signal strength a key WTM
site survey condition.

As the WTM program progressed, the use of celligi@phone technology proved
more useful. WTM found that cellular communica@rovides “acceptable bandwidth,
short connection times, and affordable cost” (Seteo et al. 2005). At least eight WTM
stations utilize cellular communications. Othéesiuse regular phone and internet

connections, if available.

2.5.3.3 Quality assurance and control

WTM’s QA/QC tests are similar to those employeddifahoma. Initial tests are
executed to flag suspicious or potentially bad d#&austom developed FORTRAN
application is then utilized to apply Barnes analysange tests, step tests, persistence
tests, etc. to the data. Similar to Oklahoma an@€RIS, QA/QC flag information, raw,

and corrected data files are separately maintgieldroeder et al. 2005).
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2.5.3.4 Data access

WTM'’s mission is to make all of its data freely dahble in real time via the
internet. WTM utilizes web server(s) and produatggation systems (like GEMPAK) to
accomplish this mission. Additionally, Unidata’edal Data Manager (LDM) and
standard internet file transfer protocol (FTP) @sed to distribute data to other users
(Schroeder et al. 2005). WTM'’s website providdsds of recent observations, as well
as summary information. Time-series visualizat®provided through the use of

meteograns

2.5.4 Meteorological Assimilation Data Ingest System (MISID

2.5.4.1 General description

The Meteorological Assimilation Data Ingest Syst@ADIS), operated by
NOAA'’s Earth Systems Research Laboratory’s Glohat&ns Division (ESRL/GSD),
does not focus on direct operation of an in sitdiese sensing network. Instead, MADIS
acts as a data aggregator, collecting data frone ti@mn 150 separate surface networks in
addition to other data from radiosonde soundingstadt reports, upper-air profilers, and
both operational and experimental satellite obsemsa and products. The goals of
MADIS are “to promote comprehensive data collecaod distribution of operational
and experimental systems ... and to make the inedj@iservations easily accessible

and usable to the greater meteorological commuiiyller et al. 2007). Though

° These are provided by Oklahoma Mesonet-developidare.
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already in extensive use, MADIS is still officiallyresearch system. It will, however,
make the transition to an operational NOAA/Natiovadather Service system in

NOAA'’s 2010 fiscal year (Miller 2008).

2.5.4.2 General computing system design

In a manner similar to USCRN’s utilization of NC@OGmputing resources,
MADIS relies on the existing computing facilitief@SD’s Information and Technology
Services staff for the operation and monitoring®fngest, processing, and distribution
functions. MADIS utilizes a system of 21 compujersing Intel processors and the
Linux operating system, to carry out its missidiany of its servers are configured in

‘high-availability’ (HA) pairs (Miller and Barth 20B).

2.5.4.3 Data collection

MADIS data collection activities center around ietal of data from the various
networks integrated into the system. As Miller &adth (2003) indicates, most data are
retrieved from participating networks via the imet through an FTP or web server as
simple text, often in a comma-separated-value (CGiSkat. MADIS combines these
data with observations from other providers, ind¢gs them with NOAA datasets, and
merges them into a uniform format consisting ohdtad observational units and time

stamps (Miller et al. 2007).
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2.5.4.4 Quality assurance and control

MADIS performs quality control checks on all incorgidata and stores a series
of flags indicating the results of these checksgétde raw data in its observational
database. Static checks, which include singleestasingle-time checks consisting of
validity, internal intercomparison, and consisteohgcks, are applied every five minutes
to incoming surface observations. Dynamic cheaks,on a sub-hourly basis, include
position, temporal, and spatial consistency algordg (Miller et al. 2007).

Spatial consistency tests are performed using Gybtimerpolation (Ol)
techniques where differences in magnitude or attedistics are calculated for the same
parameter from spatially related sites. If theulwsg statistic falls outside of acceptable
bounds, data are reanalyzed with a one-by-oneritoin until the suspect data point is
found and flagged (Miller et al. 2005).

Single character data descriptors for each obgservas well as an “overall
opinion of the quality of the observation” are po®d in MADIS’s integrated data sets

(Miller et al. 2007).

2.5.4.5 Data access

GSD, formerly known as the Forecast Systems LaborédESL), received
funding in 1997 to build and implement the Locak®Acquisition and Dissemination
(LDAD) system for the National Weather Service’dNS) Advanced Weather

Interactive Processing System (AWIPS), which isghmary computing system used in
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NWS weather forecast offices (WFOs). Therefore,M& data have always been
accessible by the WFOs via LDAD in NetCDF formatl{d and Barth 2003; Miller et
al. 2007).

MADIS data are available to non-NWS users via meeFTP, Unidata’s Local
Data Manager (LDM) software (UCAR 2009b), or thrbuge use of web-based Open
Source Project for Network Data Access (OPeNDARNts. MADIS also provides an
Application Programming Interface (API) which hidége underlying NetCDF data
format and allows users to read, interpret, andgs® the system’s observations and

quality control flags.

2.5.4.6 Availability and reliability

MADIS is concerned with and monitors both its inrcomputing processes and
data streams from participating networks. HighHabdity computing pairs provide
redundancy in the event of a computing failure,le&veach MADIS dataset is monitored
with a “combination of automated and human openatocedures.” When an incoming
dataset has been unavailable for a sustained pefriig hours, appropriate personnel at

the dataset’s owning network are notified via etr(Miller and Barth 2003).
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2.5.5 MesoWest

2.5.5.1 General description

Similar to MADIS, MesoWest operates as a data aggoe for surface data in
both the western and broader United States. Begli@94 as a collaborative effort
between the University of Utah and the Salt Lakily Qiational Weather Service forecast
office, the network collects and integrates davanféd7 public and 23 commercial sources
(over 2800 stations), including ASOS observati@git et al. 2002).

Per Splitt et al. (2002), the objectives of MesoWes:

() to improve timely access to real-time weather ole@ns for NWS
operations,

(i)  to improve integration of observations for usedretasting operations and
verification,

(i) and to provide access to data resources for résaacteducation.

2.5.5.2 Data collection

MesoWest retrieves data from participating netwmiksthe internet using FTP,
web retrievals, or Unidata’s LDM software. Datdlection is scheduled every 15
minutes and is managed by a “master script” whaftrols data ingest, insertion of data
into a database, and graphics generation. Meso&¥pstiences some significant

average delays for some datasets, such as 74 wiiontgata from the SNOTEL
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network. These delays are usually due to confiqarahoices made by individual
networks, not by MesoWest (Splitt et al. 2002).

Once data are received, they are stored in a My§8Qh 2008) relational
database whose table schema are designed withdeostson of measurement type. As
an aggregator for different networks, MesoWest ndesi with the potential for different
types of sensors for each measured parameterasuatiheated tipping buckets or
weighing gauges for precipitation measurementddtabase is designed to handle these

differences (Splitt et al. 2002).

2.5.5.3 Metadata database

MesoWest stores metadata information alongsideatipeal data in its
observation database. Minimum metadata requiresvartstation name, latitude,
longitude, elevation, parameter type, and measureomets. Additional metadata are

stored for many stations in northern Utah (Sptitile2002).

2.5.5.4 Quality assurance and control

MesoWest applies real-time quality control to in@ogndata, assigning a “good”,
“caution”, or “suspect” flag depending on algoritlesults. Interestingly, MesoWest
applies this flag to the entirety of an observasetand all of its data (temperature,
relative humidity, etc.), not just to a single m@asl parameter. As the network admits,

this can be problematic and can cause good d#&ta tiscarded (Splitt et al. 2002).
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2.5.5.5 Data access

MesoWest data are available primarily via the im¢through web, FTP, and
Unidata LDM technologies. Data from individualtgtas are available upon receipt.
Text summaries, time series, and spatial mapslsoeasailable. Data are disseminated
to NWS offices in the western region through thggor’s Wide Area Network and are

also made available to MADIS, described in the janes review (Splitt et al. 2002).

2.6 Summary

Meteorological and climatological sciences are basemeasurements and
observations. The United States has a long, ligtorty of operating quality in situ
surface sensing networks, both at the federal anfederal levels. The role of
automated and centralized computing systems indhection, correction, and
dissemination of network data continues to increddeerefore, best practices and
standards for both computing and sensing networkst tre considered in the design of
supporting computing networks. An understandinthete practices, along with the
history of U.S. observing systems, has proven atdor the Kentucky Mesonet in

building its own reputable network.



CHAPTER 3.INITIAL PLANNING AND EARLY DESIGN

Dewett and Jones (2001) stress that an importébfonformation technology
in an organization is to make knowledge easy tomamcate, assimilate, store, and
retrieve. Fulfilling such a role cannot be apptwathaphazardly. As Brown and
Hubbard (2000) caution, planning is an integrat paany successful in situ surface
sensing network. That planning process must ircludetwork’s critical information
technology functions. Martin (2006) notes a matwrell-planned approach to project
architecture along with a detailed and ealyareness of a project’s difficult hurdles —
including requirements for high performance, raligh and security — are critical factors
associated with IT project success. Core functiyi@r the Kentucky Mesonet’s
computing and communications infrastructure wasmda early in the network’s
development (Grogan 2007). This chapter reviewsr&guirements — both Kentucky
Mesonet-specific and those common to in situ serfansing networks — that drove the
planning process. It also details some early aesingices recommended in and

ultimately resulting from the plan, including sowfetheir results.

3.1 Kentucky Mesonet-specific requirements

The first and most obvious challenge for the Messr@mputing architecture is
that it must help the network fulfill its missiostablished by the state legislature as the
official source of climatological observations the state (Kentucky Legislature 2006).
The most critical requirements, though, tie bacth®network’s dual-purpose nature.

Operational users of the Mesonet — including theddal Weather Service, emergency

63
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managers, broadcast meteorologists, and the ggnéstit — need continuous, near-real-

time access to the data being collected; this regu robust computing operation.

Research users, on the other hand, require thatcddécted by the Mesonet be well

documented and that they be subjected to a que#yrance and control process.
Other network-specific requirements identifiedred butset of the planning

process included:

() Data collection interval — The Kentucky Mesonetsnputing and
communications infrastructure must be capable téciing and processing
data of five-minute temporal resolution. The isfracture should be able to
collect and process these data in near-real tirtterwiifteen minutes of
parameter measurement;

(i)  Availability — Use of the Mesonet by emergency ngara, the National
Weather Service, and other critical decision makegsiires that the
Mesonet’s computing and communications infrastmgche as continuously
functional as possible;

(i) Outreach — The Mesonet’'s computing infrastructusstraccommodate the
network’s outreach mission, which includes fadiilitg data use by data
partners & agricultural interests and enhancingcational experiences
through student engagement and research oppoesiniti

(iv) Consortium Access — The Kentucky Mesonet has butinsortium of
interested higher education users across the Comeaidth. Its computing

infrastructure must support data access by counsoniisers;



(v)

(vi)

(vii)
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Compatibility — The Kentucky Mesonet desires tacbmpatible with other
regional and national in situ networks. Its conmmpyinfrastructure must aid
compatibility with those networks;

Revenue source — The computing infrastructure shewpport a variety of
possible revenue sources, including for-fee datessby unaffiliated
research interests; custom, value added enviroraheetwork hosting and
modeling systems for consortium or external intisteend contract &
freelance work for similar networks with a commuations network
expandable outside of Kentucky;

and Centralized operations — Mesonet employee®tshare common office
space. The computing infrastructure must suppertbility to store

common data so they are readily accessible byrafjram employees.

General in situ network requirements

Though Kentucky-specific needs were a big factatamelopment of the initial

information technology plan, the scientific litare¢ and personal conversations detailed
in Chapter 2 played a large part in the Mesondt’arthitecture plan. From these

references a set of core IT requirements for supmpan in situ surface sensing network
were determined, including systems for communicatialata ingest, observational data
storage, metadata, quality assurance and contia,attcess and distribution, availability

assurance, and ancillary functionality.
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3.3 Initial information technology architecture plan

As Zachman (1987) and Martin (2006) note, thermotsasystems architecture
but a sebf additive and complimentary architectures thpaing) from an integrative
perspective covering both component level and agptin level details. The initial
Mesonet information technology architecture plars waveloped with this perspective in
mind and took into account both Kentucky-specifid @eneral in situ sensing network
requirements. That plan (Grogan 2007) made sefigrational system

recommendations, many of which are detailed below.

3.3.1 Site communications architecture

While it recognized that satellite data collectioa GOES could extend
communications across the country, the IT plandhithat experiences of the USCRN
showed the method would conflict with data collecttimeliness requirements, primarily
due to one-way transmission limitations. While iway satellite communications
options were noted as being available, initial @éstons seemed to indicate they would
not be economical. Use of Kentucky’s law enforcetraad/or emergency management
telecommunications system was considered but fouitidlly to be contrary to the
Mesonet’s requirement that communications be exglalecoutside of the state.
Furthermore, the system — the Kentucky Emergencsnifig System — was in the
process of being upgraded which would have comiglitds adoption by the Mesonet.
Finally, direct, hardline internet connections bope connections to individual stations

were considered too unwieldy, in terms of managmudfiple connections, to be useful.
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To facilitate data collection requirements, théiahiplan recommended use of a
commercial cellular communications platform for s two-way communications
between Mesonet computing systems and dataloggegmate sites. Experimentation
with the cellular platform had started at the Me=tdrefore the author’'s employment and
full adoption was recommended by his initial pldgugh the door was left open for
possible use of alternative communications metladsellular-poor” but
“climatologically-rich” sites. Chapter 4 of thi®dument is devoted exclusively to

communications.

3.3.2 Site survey database

At the time of plan development, Mesonet gradsaidents were busy
canvassing the commonwealth in search of climaicédlg-suitable sites on which to
locate Mesonet stations. The plan recommendeda@went of a site survey database
to track and display their findings and calledtiacking of geographic site
characteristics (latitude, longitude, etc.), s@tersg information, site contact
information, site photographs, and other digitl<fi(spreadsheets, documents, etc.)

related to each site.

3.3.3 Metadata database

The initial plan called for development of methaddrack a number of metadata.
A site database to track information about openafid/esonet sites such as maintenance

and environment changes was included, as was thigy &btrack instrument
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information, calibration, and relocation. A troekicketing component was also

included.

3.3.4 Data ingest systems

The Kentucky Mesonet had already adopted Campbgdh$fic’'s datalogger
platform prior to plan development. Therefore, pheen recommended that Campbell
Scientific’s LoggerNet software suite (Campbellesitific 2009) be used for remote data
collection. The experiences of the Oklahoma Mes@velfinbarger 2006) indicated
that data ingest by LoggerNet could not be accahpll through the use of a single
server. Therefore, multiple servers were recomraénd carry out this mission.

However, a single ingest server has thus far preudicient.

3.3.5 Observational data storage / database system

The original architecture plan recognized the KekyuMesonet's mission to
develop a long-term, research quality climatoloitzeiaset and recommended an
observational database system be developed toéhatmthge of and access to program
data. Specifically, the plan recommended a systetrwould, at minimum, facilitate
easy data storage & recall; storage of raw, uredteata as received from field sites; and
storage of quality assurance / quality controldladf recognized design questions to be

answered for the system, including:

()  Will raw data be stored in flat files or directly & database structure?
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(i)  Will arelational database be used for all dataagfe purposes, or will some
other form of meteorological data storage be used?
(i)  How much data will need to be stored?

(iv) How will data tables and schema be normalized?

3.3.6 QA/QC system

Recognizing that in situ network best practices guding principles showed a
definite need for a sufficient quality assuranceritrol system, the plan recommended
implementation of a suite of automated quality colrdnalyses and statistical techniques
which it indicated could require an extra levelabustness from the supporting
computing infrastructure. It called for the alyilib handle both automated and manual
data quality flags in a database or other datasacegstem and for the flags to be easily

relatable to the observations they describe.

3.3.7 Data access systems

Understanding that network data would be made aviailto a wide range of
users including the general public, the initialpian recommended a number of data
access systems be developed that would tap thewsdbubiquity of commodity internet
access for data delivery. It called for web sd)esind server software to provide data
via the web and recognized the importance to sigooirisegregating public access
systems from critical project systems. Includethmdata access systems plans were

recommendations for product generation system(satalle “heavy lifting” of tasks such
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as dynamic image creation, meteogram developmedtother computationally intense
tasks. The plan recognized the need for interatd dccess systems for Mesonet
employees and the need for specialized externaldistribution systems for key

partners.

3.3.8 Availability assurance systems and methods

Recognizing that basic computing network designgiples (Murhammer et al.
1999), continuity of purpose principles (NRC 1998)st practices of other in situ
networks, and self-imposed goals all require a hegkl of data and systems availability,
the preliminary IT plan stressed the developmeravailability assurance systems and
other methods to ensure that operational datacrnciously available and that the
climate record from past observations is protetieah loss. It called for the monitoring
of critical computing infrastructure using spedati tools able to notify computing
systems administrators and other Mesonet persamiigd event of critical failures.
Similar systems were recommended for monitoringjtin sensing sites for critical
sensor, instrumentation, and communications faill®egular backup procedures were

also stressed.

3.3.9 Ancillary systems

In addition to the key operational systems detadlledve, the initial IT plan also

recommended a number of supporting systems, ingudi
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(i) aconcurrent versioning system to maintain andrréke critical computing
and datalogger code base,

(i) atime server to synchronize and correct the tifvedl metwork dataloggers
and computer servers to a reference traceabletNakional Institute of
Standards and Technology,

(i) development servers for non-operational researdev&lopment use among
developers and researchers,

(iv) aname server to provide domain name to IP addesstution,

(v) and a map sever to host and serve data for a predeaeloped geographic

information system.

It also recommended that direct support for progoayned desktop computers used by
Mesonet employees be provided directly by WKU'®miation technology department

instead of by Mesonet IT personnel.

3.4 Early design decisions

Key pieces of Kentucky Mesonet architecture aréited in the initial information
technology plan were developed over a span of tiovering approximately the last
three years and are given detailed treatment isegpent sections of this document.
However, some important decisions were made efaitlye life of the Mesonet, either at

the recommendation of the initial plan or in thegass of developing it and are not
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covered elsewhere. Some of these decisions ane gbtheir resulting consequences are

detailed below.

3.4.1 Mission-critical / enterprise-grade approach

Given the important nature of some uses of the Meis@specially in operational
settings, a mission-critical approach was adopéely & the design process. Within
budgetary constraints, all Mesonet servers anegsystised in the collection, storage,
processing, and distribution of operational dataearterprise-grade, complete with
redundant power supplies, redundant storage (RAdBg,critical support plans with
four-hour vendor technician response times. Thdumgincial and space limitations have
precluded the purchase and operation of fully rddabsystems — meaning a one-to-one
spare for each server — a single spare server@anthanications router were purchased
for standby. Finally, for most systems, fully is®d and supported enterprise-grade

operating systems were installed.

3.4.2 Network operations environment decisions

Again justified by critical uses of its data, sgant guidelines for the Mesonet’s
network operations environment were adopted earlynahe program. The initial IT
plan called for the Mesonet to locate its computirigastructure in a network operations

center that exhibits as many of the following qtiedi as possible:
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(i) Provides high quality internet access and availabledwidth, with at least
two separate paths to the internet backbone

(i)  Provides 24 x 7 x 365 network or facility failuresolution, with any on-call
response times no longer than 20 minutes

(i) Provides emergency generator power capable of pogvbtesonet
computing infrastructure for a minimum of a 3-wexkiod. Facilities with
natural gas or other continuously-fueled generaoepreferred

(iv) Provides proper ventilation and cooling to Mesarwehputing systems

(v) Provides only secured, verified physical accedddsonet computing
systems

(vi) Allows 24 x 7 x 365 physical access for Mesonet gotimg administrators

(vii) Provides a dedicated block of static IP addresséset Mesonet and allows
the Mesonet full name resolution control over thaddresses, including its
own domain names such as kymesonet.org and others

(viii) Is located within the Commonwealth of Kentucky,ugh an out-of-state

backup facility should be considered

With the Mesonet office space obviously meeting fieany of the network
operations center requirements, the initial desae to host the network’s computing
systems in WKU'’s primary campus data center. ThoiiKU’s campus information
technology leadership were supportive in initidadissions, they were hesitant that the
academic nature of the data center would be aldagport the Mesonet’s mission-

critical requirements. Indeed, the fact that tbed@mic data center and/or computing
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network have been taken completely offline in pkohoutages — usually during holidays
or other academic breaks — five days since Mesaneption and for a half day of
unplanned downtime shows that not locating in tedamic data center was a wise
choice. Such a statement is not a negative conaneoh WKU’s IT division; it just
illustrates the different needs of academic and Z4mission-critical systems.

Instead of being located on campus, the Mesonattaias a contract for server
co-location and internet connectivity with BowliGreen Municipal Utilities (BGMU),
which operates a fully redundant municipal fibetiopetwork. BGMU'’s network
provides connection to multiple internet backbor@/lers and supports both critical
municipal public safety interests and commerciarapons. Nine rack units, or 9U, of
space (Figure 3-1) and 2 Mbps of symmetrical consrakgrade internet service are

leased in BGMU'’s access-controlled, generator-supdofire-suppression-equipped

network data center.

GERRRERERAREE S

Figure 3-1. Rack space rented from Bowling Greemigipal Utilities.
(Source: BGMU 2010).
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The reliability of power and connectivity at BGMias been far better than that
which could have been achieved in WKU’s campus datder. Based on automated
external monitoring services employed by the Mesdnethe one year period ending on
28 February 2010 the Mesonet’s primary externalesys were unreachable for a
cumulative total of 121 minutes, yielding an uptipe¥centage of 99.977.9d hat
unreachable amount includes all times when ei@kU or Mesonet systems were
unavailable due to both scheduled and unschedaledtine. Since BGMU-caused
outages are not distinguishable in the monitorenyise data, it should be noted that
BGMU'’s uptime percentage likely well exceeded 99%yin the period, as some
downtime was certainly due exclusively to Mesomdéted issues. The Mesonet’'s
contract allows program computing systems to beceged to a new WKU-owned,
BGMU-managed commercial data center being developed/KU'’s research and

development campus.

3.4.3 Operating system choice

As desktop computers other than development maglareesupported by
university IT personnel, Microsoft Windows (Micrds@007) operating systems are used
on them. However, Linux is the operating systemmiah for both operational and

developmental servers, systems, and hosts. Sdaetals played into this decision:

() awidespread use of Linux systems in meteorologetings, including for

the main NWS computing system, the Advanced Weadtheractive
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Processing System, and in the Kentucky Climate €&&n€Climate Research
Laboratory;

(i) alack of Windows support for many meteorologiggblacations such as
Unidata’s GEMPAK and Local Data Manager softwar€ AR 2009a, b);

(i) the experience of the author, who has an extemsnex server skill set;

(iv) and the desire to use open source software whepessible, of which a

large amount is available for Linux systems.

For the majority of systems, RedHat Enterprise ki(RedHat 2008) is used. However,
CentOS (CentOS 2008), a binary equivalent derieativRedHat Linux, is used on some

systems, especially development hosts.

3.4.4 Time considerations

For a meteorological observation network, time aiméstamps are obviously
important considerations, especially when sitesspli¢ across a time zone boundary.
Figure 3-2 shows Kentucky Mesonet sites and thetbay between Central and Eastern
time zones. Note that the site in Taylor Countlyjolh appears to be directly on the

boundary, is about 1,000 meters into the Easteme.zo
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<«—— Central
Eastern ——»

Figure 3-2. Kentucky Mesonet sites and time zanendary. Sites are those operational,
currently planned, or under construction and acvshas points. Boundary between
Central and Eastern Time shown as solid black line.

The official time of the Kentucky Mesonet is Coaralied Universal Time (UTC).
All field dataloggers and servers are set to UT&hile using UTC helps establish a
common time across locations, certain data — ealbpeclimate data — must have a
reference to local time, both that advanced forlighy Saving Time (DST) when
applicable and that never advanced for DST. Akssussed in Section 6.4.2 below, the
Mesonet observation database stores all three tfgesestamps, which makes querying
by time much easier, and the network’s code libtarglerstands and handles data
requests in all three. Except where specificatlied, UTC should be assumed for all

times and dates referenced in this document.
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3.5 Discussion

As expected with any infrastructure implementatamfew changes to the original
information technology goals have been made owefatt few years. However, the
original plan and early design decisions remaittprgell in force. Figure 3-3 depicts
the general design of the Mesonet architecturerimg of data flow, including site
communications, centralized data operations, atereal data distribution mechanisms.
Though the simplified diagram depicts mainly phgsimomponents in both the sensing
and computing networks, it should prove a usefidremce for the remainder of this
document.

With finite staff resources, all Mesonet computsygtems, of course, have not
been simultaneously implemented. Instead, Trehlegral.’s (2002) step-by-step
priorities for in situ network design have beerndaled, with the Mesonet having reached
at least level 4 of those goals; the follow-on ssing priority to produce analyses and
reanalyses remains. However, Dewett and Jone@1{2ews regarding first- and
second-order IT-related learning by an organizatiemainly seem to apply to the
Mesonet, as there is a need to transition to ‘seé@vder’ learning, where technologies

are modified to better match the organizationairemwnent.
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KENTUCKY MESONET DATA FLOW
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Figure 3-3. Kentucky Mesonet data flow. Simptifigata flow diagram typically
provided in public documents and presentations.

As the Introduction promised, the remainder o thork focuses on a snapshot of
where Mesonet systems and technology stood beffoagtétrary academic deadline.
That snapshot certainly reveals that a substaatiaunt of progress has been made
toward meeting the goals of the initial IT plam some areas, though, it also reveals
where the Mesonet has admittedly stumbled and nracesnmendations for
improvement. The next chapter is completely dedat#o site communications
technology, while the subsequent four chapters em@ocomputer coding decisions then

mission-critical, geographic information, and alacyf systems, respectively.



CHAPTER 4. COMMUNICATIONS

About 10 years ago as part of a workshop on autesnatather stations (AWS)

for applications in agriculture and water resouyeesorking group (Horton et al. 2000)

developed a comparison table for communicatiorsywsahoelow in Table 4-1. Of

interest is that direct internet connections waeimcluded in the table, though as shown

in the Literature Review the method has becomeahle&ioption. As discussed in Section

3.3.1, though, direct internet connections, phame donnections, and VHF/UHF (state

systems) were rejected as an initial communicatotiasce for the Kentucky Mesonet.

From the start, the Mesonet desired a full two-w@ymunications method that would

be easily deployable, that would minimize fieldhteician maintenance requirements,

and that would keep the number of external comnatioics-related contacts small.

Table 4-1. Horton et al.’s (2000) automated weasi&ion communications comparison.

Phone Short Cell GOES Meteor Spread  VHF

Line Haul Phone Burst Spectrum UHF
Skills needed low low med high high high high
Affected by land topo.  low low high low low high high
Affected by vegetation  low low high low low high low/med
Communication dist. high low high high high low low
Base station no no no no yes/no yes yes
Capitol cost low low med high high med med
Operating cost low low variable variable variable low low
Power low low high high high high high
Possible access rate high high med low low high high
Data throughput high high med low low med med
2-way communication  yes yes yes no yes yes yes
Stable technology yes yes no yes yes no no
Affected by population  low low high low low low low
License required no no no yes no no yes/no

80
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After weighing its options, the Mesonet chose luE-based communications
method. The communications comparison shown ineléi suggested that cell-based
communications was an unstable technology in 2F@%.the same workshop that
generated the table, Grant and Toby (2000) analgekdbased communications and

found the following advantages:

(i)  maximum flexibility in locating stations;

(i)  minimal risk from mechanical damage due to farm maery;

(i) minimal risk of lightning strike damage;

(iv) minimized costs of installation at locations disteilom existing phone lines;

(v) and minimized costs of moving sites due to changangp/researcher needs.

Disadvantages were found to be:

(i) service being limited to regions with cell towers;
(i) relatively high power needs (2.15 A during transiois);
(i) relatively low data transmission rates;

(iv) and rapidly changing technology.

An analysis of cellular-based data retrieval fa &rizona Meteorological Network
(Brown et al. 2000) noted similar challenges; pow@rsumption for that network’s
communications devices was around 1.2 A. Most mambly, both Grant and Toby
(2000) and Brown et al. (2000) noted a large huirtdlgetting cellular-based

communications providers to fully understand anelgahtely support AWS needs.
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The remainder of this chapter is dedicated to &vewand analysis of the use of
cellular-based communications for the Kentucky Megtmver the past three years. It
shows that, while some of the support-related hedasaremain, cellular-based
communications is now proving to be a decentlylstdhta retrieval method. Power
consumption requirements have improved dramatiedlly a change from analog to

digital transmission and, taken on the whole, bdlity percentages are respectably high.

4.1 Choice of cellular provider

Choosing the vendor for the Kentucky Mesonet’sutatl connectivity was an
admittedly straightforward and obvious process.sBAswn in Figure 4-1 AT&T, which
had recently acquired Cingular wireless, had thgelst licensed coverage af&im
Kentucky in 2007, just as the Mesonet began cocstiglits communications and
computing infrastructure and deploying its iniétes. After its acquisition of Cellular
One in 2008, AT&T's licensed cellular coverage areduded all of Kentucky. By
choosing AT&T as its single provider, the Mesonaiided the complications and
confusion of having to deal with different vendéws different sites.

Fortunately, WKU already had an existing enterplesel contract with AT&T
for cellular services which the Mesonet was ables® for its in situ network needs. This
has allowed the Mesonet to procure cellular serthicgugh the university’s
Communication Technologies department and to recand pay for communications via

existing internal billing systems.

9 Licensed coverage area is not the same as senviignal availability.
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4.2 Technical implementation

A number of key technologies and related implemgor choices form the
complete communications architecture used by theutky Mesonet. These are

described below.

4.2.1 Transport methodology

Figure 4-2 depicts in simple form AT&T's Commerc@bnnectivity Service
(CCS), which the Kentucky Mesonet chose as thenyidg supporting technology for
its site-to-data-center data transport. Unlikestoner-grade connectivity options, CCS
provides a method wherein Mesonet site communicatitevices can remain part of the
program’s internatomputing network (AT&T 2005). The Mesonet’s detgest
systems connect via an internet-transported Vifuadate Network (VPN) to an AT&T
data center. A virtual routing instance — knowra&sustom Access Point Name (APN) —
segregates Mesonet data from other cellular datarang privacy and security of the

transport method.

=

$
Data Center Router  RADIUS

Data Ingest Server

Firewall Router Custom APN

AT&T Data Center ER Cellular Modem

Mesonet Network Operations

Cell Tower

Figure 4-2. Simplified depiction of Kentucky Mest's use of AT&T's Commercial
Connectivity Service.
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As the CCS/APN solution allows Mesonet sites t@ab@xtension of the
program’s internal communications network, privat@-routable IP addresses are
assigned to the cellular modems at each site. nds@s and passwords for a total of
2,046 usable addresses were generated by the Mekomeg the initial CCS
provisioning process. An AT&T-hosted Remote Acdegd In User Service (RADIUS)
is used to dynamically assign persistent IP addeegsthe devices upon initialization or
reset. The use of private addresses with the CARA&N allow Mesonet servers to
initiate communications with the sites — whichhe standard procedure for the Mesonet
— and vice-versa. Had public addresses and/@urner-grade connectivity options
been used only site-initiated communications wdw#de been supported, essentially
making full two-way communications not possible.

Though the technical process of CCS and APN seagorelatively smooth, some
customer service-related aspects were somewhantacKhe standard imposed waiting
period — 84 days — between paperwork completionsance provisioning seemed
rather high. Had connectivity testing on the maﬁ}f& day failed, provisioning may have
been delayed a month or two more. Also, accoyresentatives assigned to service
WKU'’s contract were somewhat unfamiliar with the £&nd APN technology.

Questions about the technology were referred terstim the company.

4.2.2 Device choice

At the recommendation of Campbell Scientific, theddnet’s datalogger

manufacturer, cellular data communications deviEegure 4-3) from Sierra WireleSs

M formerly AirLink; purchased by Sierra Wireless
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were chosen for use at remote sites. Thirty-fivesbhet sites use the AirLink Raven
EDGE E3214 modem, which was discontinued in Noven2@8. Remaining sites use

its replacement, the AirLink Raven XT G2212-C.

o detiite

Figure 4-3. Kentucky Mesonet cellular data comroations devices from Sierra
Wireless. Left: AirLink Raven EDGE E3214. RighirLink Raven XT G2212-C.
(Photo source: Sierra Wireless 2010a, b).

Though they share underlying technology with oluieLink Raven devices, the
E3214 and G2212-C models have radio modules spaityfidesigned to communicate
with AT&T’s *GSM-based EDGE network, which “provides end-to-padket data
services with an enhanced connectivity buildind#@PRS technology” (Sierra Wireless
2008). EDGE technology — commonly referred to @sahen referring to AT&T —
facilitates transmission speeds up to 384 khit s

Unlike their analog predecessors referenced in {Guath Toby (2000) and Brown
et al. (2000), a major advantage of the digital EDd&vices is their power consumption.
Instead of needing 1.2 — 2 .5 A during transmisdioa E3214 and G2212-C typically
require only 250 and 350 mA, respectively (Sierraeléss 2008, 2009a). The lower

power requirements allow the devices to fit wellhi the Mesonet’s site power budget.

12 Global System for Mobile Communications
13 General Packet Radio Service
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Communications with site dataloggers is accomptisha the modems’ serial
server technology, which essentially exposes thgds’ RS-232 connection as a TCP/IP
port reachable via the AT&T CCS. Campbell Sciecqirovided configuration
templates for the modems are customized with Medsspexific values — typically CCS
and APN related — and are written to the devicasSierra Wireless’'s AceManager
utility (Sierra Wireless 2009b). One of the masportant configurations applied to the
modems is the Keepalive feature which is set toraatically reset the devices’ radio
modules after a 22-minute period of data througlnpartivity, but only if the devices are
unable to communicate with Mesonet servers. Tawife has proven invaluable at

preventing technician truck rolls to reset "stuokdems.

4.2.3 Domain name resolution

To simplify access to site modems by the Mesortzta ingest systems, an
internal domain name resolution service (DNS) wagsto map the IP addresses used
with the CCS to domain names in the fotrxx.sites.kymesonet.orgherexxxxis a

four-letter identification abbreviation assignecetch site.

4.3 Signal strength and site selection

Availability of a usable AT&T cellular signal is amportant factor in the
placement of Mesonet sites. Some concepts redatéus factor, including Mesonet site

evaluation processes, are discussed below.
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4.3.1 Signal strength concepts

The primary measure of cellular signal strengthh@nSierra Wireless AirLink
devices is the RSSI, or Received Signal Strengtitétor, value which is measured
logarithmically relative to one milliwatt and reped in*“units of dBm. Reported as a
negative number, values closer to 0 indicate anggpsignal. An RSSI of -51 is ten
times stronger than an RSSI of -61 dBm. The marufar recommends an RSSI
between -60 and -80 dBm (Sierra Wireless 2009cichwvhenerally holds well with
Mesonet experience. It is important to remembat RESI indicates receivesiynal
strength at the modem, not the cellular tower. lithéed power of the digital modems

can prevent a usable signal from making it badkéotower from the modem.

4.3.2 Site survey process

Met / climate sensing sites should, ideally, besemosolely based on their
suitability for that purpose. Reality, howevertdies that resource factors including
communications availability play a part in the sélen process. The Kentucky Mesonet
is no exception. Therefore, analysis of RSSI vakitepotential sites has always been an
important part of the network’s site survey proceSge surveyors, typically Mesonet
student research assistants, record RSSI valumghhpasses around an eight-point

compass with a directional antenna, as shown iheT&2.

1 The value is really a unitless proportion.
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Table 4-2. RSSI values (dBm) from site surveyhat€olumbia Transpark in Adair
County. (Source: Ramsey Quarles).

N NE E SE S SW w NW

1 -71 -85 -71 -71 -71 -71 -71 -83

2 -81 -81 -69 -69 -69 -81 -67 -67

3 -67 -79 -79 -63 -63 -73 -73 -73

4 -73 -73 -73 -83 -73 -85 -75 -75

5 -65 -87 -65 -65 -65 -75 -75 -65

6 -65 -81 -81 -81 -69 -87 -75 -75

7 -75 -75 -75 -75 -75 -75 -63 -63

8 -63 -81 -77 -77 -87 -77 -65 -65
Average: -70 -80 -74 -73 -72 -78 -71 -71

4.3.3 Marginal signals

Before investing time, money, and effort to pladdesonet site in a spot whose
cellular signal may not sustain operations, a nigepth signal test is sometimes
conducted over time in the proposed location. Sua$ the case with a proposed site
near Harlan County’s Pine Mountain in southeastemntucky. Early analysis of the
site, including difficulty in placing cellular vogccalls, indicated it was questionable at
best in terms of signal. Figure 4-4 shows thadlift terrain surrounding the proposed
site, with the nearest AT&T cellular tower over ki@ down the valley to the southeast

along state highway 221.
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Figure 4-4. Proposed Kentucky Mesonet site (reglmear Pine Mountain in Harlan
County. Cell towers are yellow triangles, with AT& the furthest west. Elevation and
highway data from KY Division of Geog. Info. Towdata from FCC (2009).

To fully assess the site, a datalogger, AirLinkk@aEDGE modem, directional
antenna, and solar panel were placed at the gjiarbeg 2 June 2009. A script was
written and executed on a data ingest server toaxiro the modem every five minutes
and collect cellular diagnostic data, including RSEor the period lasting until 16 July
2009, RSSI values typically ranged between -83-88diBm. However, there were also
extensive periods — many lasting multiple hourshemthe signal was too poor to
support a connection to the modem.

In an attempt to “save” the climatologically riste, a cellular amplifier was
placed inline between the modem and antenna; R§3bived on average by 10 dBm.

Unfortunately, hours-long periods of modem inacid®lgty continued and the 1 A power
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requirements of the amplifier proved too much for $olar panel and accompanying
battery. Alternate communications methods, suctagdlite, are being investigated for

this site.

4.3.4 Antenna choice

Depending on signal strength, the Kentucky Mesases either an
omnidirectional (omni) antenna or a higher gairdiional (yagi) antenna. Omni

antennae are used at 60% of Mesonet sites; yagissad at 40%.

4.4 Support hurdles

The Mesonet’s relationship with WKU’s Communicatibechnologies (CT)
department is a strong one and is vital to thepsahd operation of its field data devices.
For quite some time, however, the Mesonet fountd@rant and Toby (2000) and Brown
et al.’s (2000) views in terms of difficulty in agging support held true with AT&T,
seemingly from a lack of understanding on AT&T stpa the program’s needs. In the
last three years WKU has been assigned multiptegrgi account managers, each of
whom have needed some “training” by the Mesonednaigg its data usage. For
technical support purposes, WKU does qualify foBATs enterprise-grade high tier
support services through the Mobility Enterprisestmer Maintenance Center
(MECMC). Select Mesonet personnel are authorizethé CT department to directly
obtain support from MECMC in critical situationkjg has proven invaluable during

critical outages — especially overnight.
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The placement of the Kentucky Mesonet in a prowartaicademic box” due to its
affiliation with WKU, though, seemed to limit thevel and urgency of support available
to the program, which led to a feeling of uneassreaaong program principals in terms
of having control over one of the most vital partshe network. This issue became
critical at a point when AT&T began a changeovebitiing systems ahead of schedule
that caused Mesonet devices to drop off the netwogcby-one in the order they had
been provisioned — from oldest site to newest Siig@s prompted WKU’s CT
department to force AT&T to move Mesonet devicea 8pecial, segregated, “do not
touch” account.

Though the author had been querying WKU’s AT&T actarepresentative for
over a year about support concerns, no movemeAiTT&T's part was seen until a high
ranking AT&T executive was pressed by the authdrdip rectify the situation. This
executive was able to arrange conference callsdsgtwritical Mesonet personnel and
AT&T engineers. Most importantly, though, he waseao break the Mesonet out of the
academic box by declaring it to be a public saégtgncy based on its critical work with
the National Weather Service in the severe weatlaening and verification process and
its availability to emergency managers in otherdndaus situations. That designation

has been crucial at times in obtaining criticahtacal support responses.

4.5 Reliability & resources

While there have been some significant communinatsupport hurdles to jump

in the last few years, a by-the-numbers analyssvshhat the reliability of the AT&T
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cellular network for Mesonet data transport hastssisfactory. The results of several

ongoing tests of resource use and reliability ao®iged below.

45.1 Data transfer

Instead of paying for more costiunlimited data plans, for most sites the
Mesonet opts for less expensive limited plans.trdck data transfer usage, scripts are
executed once every three hours to poll countedata ingest system firewalls. Except
for an approximate one-month period, each bytesfeared between field sites and data
ingest servers between July 2007 and the pressriiden counted. Based on analysis of
those data for the one year peffbending 28 February 2010, an average of 6.46d¥1B
total data transfer is needed in one month to cbl& floating point values measured
every five minutes and collected at least onceyetBminuted’ via LoggerNet
(Campbell Scientific 2009) server-initiated conmaas. Interestingly, due to TCP/IP and
Campbell Scientific PakBus transmission protocarbead and handshaking, similar
analyses show a nearly threefold increase in redumansfer for collecting the same

amount of usable datvery five minutes versus every fifteen.

!> how typically capped at 5 gigabytes per month
16 excluding November 2009, when data were accidgmat collected
" data used in calculating the average include tiwte=n the network was in “5 minute mode”
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4.5.2 Signal strength

Utilizing methods similar to the Pine Mountain sajquality study described in
Section 4.3.3, cellular diagnostic variables haserbcollected at least twice daily (8 and

20 UTC) from Mesonet field data modems since 2®R009. Variables include:

(i) channel — the cellular channel assignment;

(i) RSSI - the received signal strength indicationBmgl

(i) roaming — a Boolean value indicating if the devec&oaming” between
cellular carriers;

(iv) cell ID — the identification number of the cell bgiused,;

(v) and LAC - the location area code that, taken wathID, uniquely identifies

a particular cell.

Figure 4-5 gives an analysis of those diagnostialsées, which were reviewed for
each site for the period ending 28 February 2(d). the eight month period — or less for
sites which came online more recently — each sateésage RSSI value, the number of
cells (via cell ID and LAC) to which it had everreected, and the cellular bands (via
channel number) to which it had ever been assigrezd analyzed. Of course, average
RSSI is somewhat of a self-determined or -fulfdlivalue, as sites are purposely placed
in locations with higher RSSI. As the Mesonet'®diional antennae are tuned for
approximately 850 MHz, the band assignment of eétehmodem over time is important.
The majority of the program’s devices have onlyreygerated on 850 MHz, though the

number receiving 1900 MHz assignments has beerasorg over time.
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Kentucky Mesonet Cellular Signal Analysis
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Figure 4-5. Kentucky Mesonet cellular signal datalysis for the period ending 28
February 2010.

4.5.3 Uptime availability

Perhaps the most useful and telling statistics @mieg communications
performance can be found in an analysis of sitengor availability. A Mesonet site is
considered to be “up” whenever a set of observatare available which are no older
than 20 minutes. Mesonet availability assurancehaueisms are used to constantly track
site uptime performance via the Nagios IT infrastuee monitoring platform (Nagios
2008). Table 4-3 provides site uptime informationall Mesonet sites for the 1-, 3-, 6-,
9-, and 12-month periods ending 28 February 20®be included in a particular
period’s statistics, a site must have been ontimef least 67% of that period. Since site

“GRHM” only recently came online, it is not includién the analyses.
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Table 4-3. Kentucky Mesonet site uptime avail&pipercentages for the 1-, 3-, 6-, 9-,
and 12-month periods ending 28 February 2010.

SITEID COUNTY 1 MONTH 3 MONTHS 6 MONTHS 9 MONTHS 1 YEAR

ALBN CLINTON 100.000% 99.995% N/A N/A N/A
BLRK GRAYSON 99.828% 99.111% 99.428% 99.550% 99.592%
BMBL KNOX 95.277% 97.724% 98.726% 99.078% 99.292%
BNGL TAYLOR 99.988% 99.996% 99.681% 99.766% 99.504%
BNVL OWSLEY 100.000% 99.973% 99.875% N/A N/A
BTCK JOHNSON 100.000% 99.950% 99.886% 99.889% N/A
CADZ TRIGG 100.000% | 99.996% N/A N/A N/A
CCLA HARDIN 100.000% 99.992% 99.858% N/A N/A
CMBA ADAIR 100.000% 99.973% 99.664% 99.749% 99.813%
CRMT BULLITT 100.000% 99.969% 99.514% 99.655% 99.741%
CRRL CARROLL 94.929% 98.214% 98.683% 99.087% 99.142%
DRFN MARSHALL 99.294% 99.742% 99.388% 99.520% N/A
ELST MADISON 99.938% 99.908% 99.759% 99.771% N/A
ERLN HOPKINS 99.715% 99.885% 99.781% 99.816% 99.861%
FARM WARREN 99.864% 99.611% 99.695% 99.792% 99.771%
FRNY UNION 99.876% 99.657% 99.655% 99.618% 99.618%
GRDR | CUMBERLAND | 99.938% 99.954% 99.660% 99.741% 99.741%
GRHM | HENDERSON N/A N/A N/A N/A N/A
HCKM FULTON 99.926% 99.954% N/A N/A N/A
HHTS CAMPBELL 99.963% 99.965% N/A N/A N/A
HRDB MERCER 100.000% 99.950% 99.899% 99.873% 99.877%
HTFD OHIO 99.344% 99.693% 99.676% 99.764% 99.798%
HUEY BOONE 100.000% 99.978% N/A N/A N/A
LGNT LINCOLN 100.000% 99.981% 99.875% 99.846% 99.855%
LSML FRANKLIN 100.000% | 100.000% | 99.651% 99.762% 99.822%
LXGN FAYETTE 99.938% 99.981% 99.885% 99.835% 99.857%
MRHD ROWAN 100.000% 99.256% 99.485% 99.655% 99.595%

MROK BARREN 100.000% | 99.981% 99.906% 99.925% 99.943%
MRRY CALLOWAY 99.975% 99.892% 99.811% 99.800% 99.813%
OLIN JACKSON 100.000% | 99.908% 99.884% 99.894% 99.921%
PCWN CASEY 100.000% | 99.981% 99.777% 99.689% 99.766%
PGHL CHRISTIAN 100.000% | 99.942% 99.818% 99.857% 99.829%
PRNC CALDWELL 99.715% 99.703% 99.738% 99.766% 99.819%
PRYB GRAVES 99.988% 99.996% N/A N/A N/A

PVRT MCLEAN 99.888% 99.965% 99.187% 99.430% 99.507%
QKSD BREATHITT 100.000% | 99.823% 99.842% 95.016% 90.081%

RBSN HARRISON 100.000% | 99.969% N/A N/A N/A
RNDH METCALFE 99.987% 99.992% N/A N/A N/A
RPTN CRITTENDEN | 98.960% 99.634% 99.661% 99.680% N/A
RSVL LOGAN 99.864% 99.846% 99.621% 99.603% 99.634%
SCTV ALLEN 99.938% 99.961% 99.892% 99.915% 99.935%
SWON OWEN 100.000% | 99.981% 99.876% 99.904% 99.924%
VEST KNOTT 100.000% | 100.000% N/A N/A N/A
WLBT MORGAN 100.000% | 99.742% 99.802% 99.808% N/A
WNCH CLARK 100.000% | 100.000% | 99.677% N/A N/A
WSHT MASON 100.000% | 99.996% 99.824% 99.829% N/A

* AVERAGE 99.692% 99.794% 99.668% 99.715% 99.730%

* QKSD Excluded from 9 month & 1 year averages due to site flooding
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It is very important to note that site availalyilgercentages can be affected by
much more than communications outages. For instdhe lower percentages at the
“QKSD” site in the nine-month and one-year analysese caused by the site being
offline for approximately one month due to majaaitiing which destroyed much of the
equipment there. Similarly, site “CRRL” had itstinpe percentage lowered due to a day-
long datalogger failure. All sites also had snaatiounts of downtime for routine
maintenance. Knowing those caveats, the tabldearsed to reasonably assess
communications performance, as the majority of ditentime?® is typically caused by
communications failures. The typical Mesonet'Siteas available for a respectable
99.794%in the three-month period ending 28 February 2iidwas available for
99.730%o0f the one-year period ending the same date.

Though outside of the period of analysis for thiglé, important to note is that
approximately five sites, mostly in western Kentyokere taken completely offline for
at least a day due to a communications outagetiggfilom a devastating ice storm
beginning 27 January 2009. The outage, causeddsyof critical fiber optics and power,
impacted not only cellular communications but dtsak local National Weather Service

forecast offices offline. No outage of its kindstence been experienced.

4.6 Discussion and summary

From its inception, the Kentucky Mesonet has ddsare easily deployable, full

two-way communications method that minimizes fidhnicians’ efforts while keeping

18 During communications failures, data are still mead and are collected once communications are
restored. They are just not available to courffrash” data against the 20 minute threshold.
19 QKSD excepted due to flooding.
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the number of vendors to a minimum. Based on $edrcoverage area, the Mesonet
chose AT&T at its cellular provider, benefiting fincan existing WKU contract with the
company. To take maximum advantage of its investiriee Mesonet chose to utilize
AT&T’s Commercial Connectivity Service, which praés functionality well beyond
what is possible with consumer-grade data seryitiorms. Though there have been
some support hurdles similar to those experiencela past by others utilizing cellular-
based data collection, experience in Kentucky shibasthe barrier to cellular-based
data collection for automated weather stationsceasinly been lowered over the last
decade. In particular, data throughput has ineitasd power requirements have
decreased thanks to the replacement of analogdbghes by digital counterparts.
Furthermore, analysis of uptime statistics showstiethod to be decently reliable and
stable, though some prolonged outages did occumglarmajor ice storm. Though cell-
based data collection has been useful for the Metsaord will likely remain the
predominant method for the foreseeable futurerradtere communications are being

examined for areas which are “climatologically-tfitiut “cellular-poor”.



CHAPTER 5.CODE APPROACH

Before jumping into a thorough examination of thenkucky Mesonet’s
computing systems architecture in the next threptehs, an overview of its general code

approach may prove helpful. Figure 5-1 signifibaatds that overview.

Display, pubweb pubweb pubweb
Distribution, SiteLatestData LiveGraphs MonthlySummaryDisplay

and Decision broadcast broadcast gempak autoga
Ap p|icati°ns WsiSfc WxcSfc Db2GemSfc DoorCheck

@esoGrapheD (SolarGraph) TemperatureGraph
Graphing
< WindGraph >GumulativePrecipGra@

SingleSiteObs J{ MonthlySummary J{ RangeSummary

MultiSiteObs DataRequestSpecifier

DBConn SingletonSiteDataCon

,,,,,,, PerThreadDataCon )(  CleanForminput )|

FunCtlons_ and Indices Dewpoint StdConversions Calculations
Conversions

ArrayUtils ExceptionFormatter MesonetLogFormatter

DataAccessException || DatalntegrityException |( MissingDataException

Figure 5-1. Kentucky Mesonet custom code libraries
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While many externally-developed applications atlities have certainly been
used in the creation of the Mesonet IT architectargubstantial project-developed code
base has also been implemented, #gpproximately 60% of that code being produced
by the author and 40% by other program personiReller (2003), in keeping with
widely accepted best practices, notes that a ldyspproach should be utilized in the
creation of specific applications within an IT prof or organization. While not
necessarily adopting the exact basic layers giyeiRdwler (2003), an object-oriented,
modular approach has been used to develop thegairapplications for the Mesonet. A
good bit of procedural-based code is also usedtlynaghe form of small- to
moderately-sized scripts designed to carry outipéasks, usually on a repetitive basis.

Figure 5-1 gives a non-exhaustive graphical aeanof many of the modular
code libraries — along with some example code ekasswvhich have been developed to
support Mesonet applications and which allow faréased coding efficiency through
code reuse. While there is not an aversion tordémguages, the majority of project-
developed display, distribution, and decision aggtion code is written either in PHP or
Java (PHP Group 2009; Sun 2010), with Java beiad t@ more complicated
applications. As many of the libraries were depebbin some form for both languages,
distinctions between the languages are not stressather the figure or the discussion
within this chapter. A delineation of specific tarages used to develop certain
applications is provided in the following three ptexs, where individual systems and

applications are covered.

“ hased on a count of code modifications in the Meswersion control system
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The remainder of this chapter reviews the mainuardcode libraries. An
overview of script code is also provided, as aeertbtwork’s views on the importance of

code comments.

51 Modular libraries

A number of modular code libraries and packagee een developed in both
PHP and Java to support display, distribution, d@exision applications — including the
main Mesonet website, critical data distributiontimoels for external partners, and the
network’s automated quality control system. Sevefréhese modular libraries, depicted
graphically in Figure 5-1, are overviewed belowheToverview, however, is not
exhaustive and is meant only to provide a generades of the characteristics of the code

base.

5.1.1 Display, distribution, and decision applications

Display, distribution, and decision application eaggnerally consists of
individual applications designed for a particulargose, such as displaying near-real-
time data on the Mesonet website (SiteLatestDgtajerating specialized data products
for distribution to broadcast weather partners @fsiWxcSfc), and generating map-
based data plots (Db2GemSfc). Following a modagaroach, these applications

invariably utilize code from one or many of the atlibraries described below.
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5.1.2 Graphing

Extending the JpGraph (Aditus 2008) object-orietif@cry for PHP, the
graphing library is used to generate graphs of Metdata, primarily for the main
website. The SolarGraph, TemperatureGraph, andi@faph classes produce, not
surprisingly, graphs of Solar Radiation, Air Tengtere, and Wind, respectively. Other

classes produce other graph types.

5.1.3 Data access

With a couple of exceptions, instead of being leded with direct access to the
Mesonet observational database, applications angdrdphing library use data access
classes to retrieve and summarize Mesonet obsenzitiata in a uniform,
predetermined manner. SingleSiteObs and MultiSite€lasses allow access to
individual observations, while MonthlySummary anangeSummary provide statistical

summaries for specific time periods.

5.1.4 Database

Classes within the database libraries create amdd® the actual connections to
Mesonet observational database(s) and also previge security-related validation of
guery parameters. Instead of creating databaseections themselves, classes within

the data access layer rely on classes in the daddayger.
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5.1.5 Functions and conversions

Classes in the functions and conversions librgreside standardized and
typically static methods for particular meteorolcgicalculations, such as calculation of
dewpoint, and for standardized conversions (Std€miens) between observational
units, such as meters per second and miles per Adw Indices class provides methods

for calculating Heat Index and Wind Chill values.

5.1.6 Utilities

Utility libraries generally provide some basic fatting and manipulation

functions such as working with arrays (ArrayUtids)d formatting error messages

(ExceptionFormatter) & application log entries (MestLogFormatter).

5.1.7 Exceptions

The exceptions library, which is only currently gable for Java applications, is

used to create a standardized set of exceptios fgperrors in Mesonet-developed

applications.
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5.2 Scripts

In addition to the display, distribution, and demmscode base described above, a
number of critical scripting applications and tigls have been developed. These scripts,

mostly Linux bash shell and Perl (2009) based uihel

()  backup scripts — scripts used to automate datagstdm backups;

(i) broadcast text generation — scripts used to autobratdcast data partner
product generation;

(iif) ingest scripts — scripts used to automate thepg@ahand graphing of raw
data observations;

(iv) Idmp2db — scripts used to populate the Mesonetreagenal database with
data collected via Campbell Scientific’'s LoggerNettware;

(v) Nagios scripts — an extensive set of scripts useddnitor individual
systems and processes as part of Mesonet avdijlasBurance methods;

(vi) and bandwidth accounting & signal test scriptsrpss used to conduct

communications reliability and resource analysesjsed in Section 4.5.

5.3 Importance of comments

Before moving to the lengthy discussion of indiatll systems and applications
in the next three chapters, this chapter will cloit@ a note on the importance of well-
commented code. Comments can provide a detailectiggon of complicated code and

can make sharing and maintenance of code betwéeredt developers much easier.
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Therefore, strong code commenting practices areuraged and enforced for Kentucky
Mesonet applications and systems. Figure 5-2 slammesxample of opening class-level

comments for an automated quality control algorithm
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Figure 5-2. Example code comments.



CHAPTER 6.CORE IT SYSTEMS

According to Dewett and Jones (2001), informatechhology moderates many
aspects of bringing new problem solving ideas uge by determining the way
information is stored, transmitted, communicatedcpssed, and perceived. If this is the
case, which is certainly supported by the remainfiéhis document, it means that the IT
systems developed over the course of the last yl@aes have not only played a pivotal
part in the way the network operates but have gieatly shaped the character of the
Kentucky Mesonet. The three key IT managementsdet noted by Martin (2003) —
the architecture plan, resources & skills of ptamtiers, and application of appropriate
methodologies and practices — have culminateddrdédvelopment of nine core Mesonet
IT systems, each of which are reviewed in this tdrgplus three geographic information
and six ancillary systems reviewed in the next tlvapters. Again, as Zachman (1987)
notes, there is not a single systems architectutra Bet of them. The “systems”
reviewed in this chapter, therefore, include speapplications, servers, services
spanning multiple servers, databases, scriptsyjraord complex code. The intent is not
to describe every last technical detail but ratberovide for each system a general
overview, a review of technical implementation stepd rationale, and a discussion of

possible areas for improvement.

6.1 Site survey database

One of the main NRC (1999) observing principletha network documentation

should include information on station location, egpre, and local environmental

106
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conditions. This is echoed in WMO (2006), whichesothe importance of including site
surroundings, obstacles, and instrument layoutialh slocumentation. As it desires to
locate sites in quality locations suitable for lelegn measurement of met/climate
variables, the Kentucky Mesonet has always utilaedndidate site survey process to

collect many data about potential sites, including:

(i) site suitability scores for meteorological variabénd obstructions;

(i)  site contact and travel directions;

(i) site geographical information;

(iv) resource availability, such as AC power and whetierot the landowner
will allow guy wires for the network’s 10 m towers;

(v) site communications statistics, as described iniG@ed.3.2;

(vi) and site photographs taken of the site.

6.1.1 General overview and need

Through professional courtesy, the network had hesemg survey forms from
NERON and storing survey data in a NERON datab@&x5(2006). However, the
discontinuation of that network shortly after theteor’'s hiring meant a replacement
survey database had to be quickly developed. Bsili no-frills, web-based, database-
backed storage and retrieval system, the front (flaigerre 6-1) of the network-developed
site survey system provides a quick listing ofsaliveyed sites and a dropdown menu for
system navigation. It also provides links to amel ability to edit all of the individual

surveys, contacts, and site information detaileal/ab
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Admin ‘Survey ‘Weather KY Mesonet Webpage

Search For Sites. S'

: ites
1
! Show All Surveys

Show All Contacts Of 11th March 2010 02:55:32 UTC

MESONE| Import Survey
"ADD A SITE®
122 results displayedin 2 pages

Pagezl=2

Map|Files [Surveys |Contacts |Site Site Name City County State[Latitude Longitud ﬁ::‘ |Added|
MAP[FILES [SURVEYS|CONTACTS|001-1 Columbia Transpark coLUMBLA [ADAIR KY [37.14474]8520462[349  [RL
MAP|FILES|SURVEYS|CONTACTS[003-6 [Allen County Board of Education Scottsvile |SCOTTSVILLE [ALLEN KY [36.74430]-8621882[788  [KT
MAP|FILES|SURVEYS|CONTACTS[009-3 [Allen Farm PARK CRT [BARREN KY [37.01321]-86.10577)630  [RL
MAP[FILES|SURVEYS|CONTACTS|015-1 [Boone-Union Mesonet UNION [BOONE KY [3896706]-8472166/905  [KT
MAP[FILES|SURVEYS|CONTACTS|027-1 [McGary Fam [HARDINSBURG [BRECKINRIDGE[KY [37.71373[-8649625[695  [KT
MAP[FILES|SURVEYS|CONTACTS|033-2 [Farm Site Plot 38 [PRINCETON CALDWELL  |KY [37.09544-8786171[492 [RL
MAP[FILES [SURVEYS|CONTACTS|033-3 [Farm Pasturc [PRINCETON CALDWELL  |KY [37.09833|-87.84098]645 [RL
MAP[FILES [SURVEYS|CONTACTS|037-1 NKU [HIGHLAND HEIGHTS CAMPBELL  [KY [39.02004|-8447498[s70 KT
MAP[FILES|SURVEYS[CONTACTS|049-1 [Winchester Sewage Plant [WINCHESTER CLARK KY [38.03485]-84.20512[696  [KT
IMAP|FILES |[SURVEYS|CONTACTS|053-1 |Albany/Clinton County IALBANY CLINTON KY [3671061|-85.13824|1025 [KT
IMAP|FILES |[SURVEYS|CONTACTS|055-1 [Fornear Farm Marion IMARION CRITTENDEN |KY |37.37710|-88.03651|597 KT
IMAP|FILES |[SURVEYS|CONTACTS|057-1 Garmon/Cumberland County Farm IBURKESVILLE CUMBERLAND |KY |36.80228|-8543105|552 KT
MAP[FILES [SURVEYS|CONTACTS|075-2 [Fuiton County High SchoolHickman [HICKMAN [FULTON KY [3657107]-89.15850[341  [KT
MAP|FILES [SURVEYS|cONTACTS|083 [Pryorsburg/Whitford Farm MAYFIELD GRAVES KY [36.60883) 8872457422 [KT

Figure6-1. Opening screen of the site survey system.

Two of the most important features of the systewolve the upload and impc
of site- and surveyelated files. Upon conletion of a survey, a network surveyor (
use tke system’s automated Ex(Microsoft 2003)-todatabase translat(Figure 6-2) to
quickly populate most data fields from a standaatiag spreadsheet. They can ¢
quickly importother binary documentsuch as the obstruction drawing show Figure

6-3, and associate thoggth the site through the system’s file uploaditytil

IS Site Survey Excel Import

[Page Current As OF 11th March 2010 03:06:45 UTC |

MESONET

Select An Excel Survey File To Import

[ Browse_ | ReadFile

Figure6-2. Site survey system Excel based importer.
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B.4.3 SITE OBSTRUCTIONS DRAWING

(Use only BLACK INK to facilitate scanning)

Draw each obstruction within 100 meters (330 feet) of the center of the plot, label its bearing from the center of the plot in degrees
relative to true north, its angular height, and its distance from the center of the plot in meters below. The center of the circle below
indicates the center of the plot and the edge of the circle represents the extent of the 100-meter range. Each range ring indicates 25
meters (82.5 ft.). In addition, label the locations of other significant terrain features that could affect instrument measurements, such as
roads, parking lots, concrete slabs, and bodies of water.

N

90°

270°

o

Figure 6-3. Example site survey obstruction drawitSource: Ronnie Leeper).
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6.1.2 Technical implementation

Because it was needed before any of the Mesorat®ating infrastructure was
really in place, the site survey system was builaaesktop PC running a version of the
Linux Fedora Core operating system (RedHat 200he Apache web server (Apache
2010a) is used to host the system’s web pagesa@ess to the system is restricted to
Mesonet offices. A user privileging system, shawfigure 6-4, controls what an

individual user may do on the system.

c K

“ Privilege Assignment

|Page Current As Of 11th March 2010 03:26:57 UTCl

MESONET

Privilege Assignment for User:_

I sitecontact_add Allows user to add site contacts

¥ sitecontact edit Allows user to edit site contacts

¥ sitecontact_view Allows user to view site contacts

¥ sitesurvey_add Allows user to add site survevs

¥ sitesurvey_import Allows user to import site surveys from EXCEL

¥ sitesurvey_view Allows user to view site surveys

¥ surveysitefile_add Allows user to upload survey site files

I surveysitefile_view Allows user to view survey site files

¥ surveysite_add Allows user to add survey sites
¥ surveysite_view Allows user to view survey sites

" adminprivilege edit Allows user to assign admin privileges for other users

" adminprivilege_view Allows user to view admin privileges for other users

" adminuser_delete Allows user to delete administrative user accounts

[© admi _edit Allows uer to add or edit administrative user information in the system
" adminuser_view Allows user to view administrative user information in the system

[ EVERYTHING An Admin Permission. Permits ALL activity. DANGERQUS

" sitecontact_delete Allows user to delete site contacts

7 sitesurvey_delete Allows user to delete site surveys

[ sitesurvey_edit Allows user to edit site surveys

7 surveysitefile_delete Allows user to delete survev site files

[T surveysite_delete Allows user to delete survey sites

7 surveysite_edit Allows user to edit survev sites
Check All | Uncheck All | SUBMIT CHANGES |

Figure 6-4. Site survey system privilege assignmen
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The PHP (PHP Group 2009) code that powers themsysses more of a
procedural-based coding method rather than an BbjeEmted approach. In addition to
tables related to user privileges and securityMg8QL (Sun 2008) database backing

the system contains the following:

(i) logentry — a table with a running log of actionisata by users;

(i)  counties — a table with relationships between dearand their Federal
Information Processing Standards (FIPS) id;

(i) sitesurvey — a table containing data from individciige surveys;

(iv) surveysite — a table containing general informa#ibaut surveyed sites
whose auto incrementing ID serves as primary for&eys for other tables;

(v) surveysitecontact — a table containing contactriédion for a site;

(vi) and surveysitefile — a table containing trackingd eglationship information

for uploaded files.

The Excel-based importer uses the PHP-ExcelReadggrted by Tkachenko and
Harris (2007). Other uploaded binary files suclplastographs are not stored in the
database. Instead, they are stored on local distandard directories while references to

the files are tracked in the database.
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6.1.3 Needs for improvement

The site survey database needs to be moved froMekenet offices and
incorporated into the network’s centralized co-tamafacility. Additionally, it and the

metadata database should be merged into a sirgflensyather than being separate parts.

6.2 Metadata database

The meteorological sources in the Literature Rewaé\gtress the importance of
metadata, which can often be just as importantagmbobservational data. Given this
importance, there exists a need for the Kentuckgadviet to track information about site
locations, instrumentation, maintenance, calibratand other related information in
order to know “what was where when” and how it perfed. The program’s metadata
system was designed by a former application deeelybo was responsible for about
75% of the design effort, with a student develapsponsible for 15% and the author for
the remainder. Since metadata are so importastjiew of the system is included here
for completeness. However, as the author washeoptincipal developer, the review
may not be as detailed or thorough as for otheesys More details are available from
internal program documentation (Brown 2008a). A&swhe case during initial
development, the metadata system has historicaéiy land will likely continue to be the
responsibility of the person holding the ApplicatiDeveloper position. Turnover in this

position and the need to keep other systems rudrasgunfortunately, led somewhat to a
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loss of focus on the system. However, a renewadterance and development effor

underway.

6.2.1 General overvie'

There are three nn categories to the metadata system: sites, equipsne
administration. As shown Figure 6-5, siteelated components are used to maintai
overview of the equipment currently assigned tdeaand the measurement thath is

assigned to take. The main “sites” screen canlssgsed to assign equipment to a
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UTIME 2010-03-1119:30:00 EEE

[TAIR: 63.08 F SRAD: 128 637 WiM2 Assign Equipmentto Site
WSPD: 18.01 MPH WDIR: S .
RELH: 77.49% PHLT: 0 Maintenance

ere somemy ot
~ ~ ype [Description By
IWET2: 2954 mV BATV: 12.25 V (UTC) (UTC)
test

702709 10:50 7/27/0910:51 SITE PASS sstruebig

7116108 14:00 7/16/08 20:00 SITE PASS sstruehig
New Site Pass

Events

Figure6-5. Metadata system "Sites" screen.

Equipmentrelated system functionality is intended to trthe inventory
calibration, and maintenance of both measuremeahtanillary equipment assigned
Mesonet sites. It is used to change the locati@pece of equipment, assign

measurements to a particular variable, and to decalibration infomation. Foi
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instance, Figure 6-8hows the calibration records for a Thermometriasifum
Resistance Thermometer calibrated in a Fluke 7830 precision temperature bath
the Mesonet instrumentation and bration lab. A variable selection is providec
some instruments, such as the program’s wind men#od relative humidity senso

can measure multiple variable

Calibration Records for Thermometrics 316-125-1000CR-385-4-TL3-180-0-BW-0-SP 256 PRT

Performed By Calibration Location Equipment Used Variable | Equation
TAO01 0.997x+-0.0656

Record #
360 2
361 2009-06-26 17:57:00 1 KYMN LAB
362 2009-06-26 17:57:00 4 KYMN LAB Fluke 7380 High Precision Bath TA03 0.997x+-0.0656

1 KYMN LAB

TA02 0.997x+-0.0656

Add New Calibration Record

Select Variables to Calibrate

Variable Abbrev | Equation Type
[l TAO1 =
[l TA02 =
[l TAO3 =

Effective Time: [March | [11 =] [2010 7] [19=]:[33 ] UTC
Performed By: -

Location performed: [KYMN LAB

Calibration Equipment Used: [ =
Equipment not in list? Enter it heve: |

Calibrate

Figure6-6. Sample metadata systentitwation recorc

Other than leading all of the Mesonet’s architexievelopment efforts, tt
author’s primary contribution to the metadata systeas the user privileging syste
largely borrowed from the site survey databasenctonality of that omponent of thi

metadata system is very similar to that showFigure 6-4for the site survey syste

6.2.2 Technical implementatic

The metadata system is a completel-line, webbased system available on-
internal Mesonet computing network. It is built usanlylySQL(Sun 2008 database

with PHP(PHP Group 200<code running on an Apache (2010abserver on a Linu
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host. Brown (2008a) notes that the code was pilynaritten in a procedural manner
instead of using an object-oriented approach, ast ofdhe PHP perform a unique, single
task and “do not lend themselves to an object-tetbframework”. The display of
current observations as shown in Figure 6-5, thpugls the object-oriented data access
code library previously described.

The MySQL (Sun 2008) database structure inclubesta64 different tables and
also incorporates database triggers which are tasepldate some “snapshot” tables for
convenience purposes. This is done so some singilgpages showing only current
status and location information need not involvenpbicated or long-running queries

(Brown 2008b).

6.2.3 Needs for improvement

There are several areas of the metadata systemebdtimprovement and, as
noted, the system has suffered due to turnovédrampplication Developer position.
Going forward, there must be a renewed focus omt@aance and updating of the
database, functionality, and bug fixes. The curAgplication Developer is beginning
that process now.

There also needs to be an effort to better tiesygsem into the site survey
database and the observational database. At thdeasst, metadata must be made more
available in the network’s data display and disttitn mechanisms. This will certainly

be required by the emerging Nationwide Network efwbrks.
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6.3 Data ingest system

At the core of any met/climate observation netwand, obviously, the
observations. Therefore, the data ingest systemasf the most critical systems
deployed by the Kentucky Mesonet. An overviewhtecal details, and needs for

improvement are given below.

6.3.1 General overview

As Campbell Scientific dataloggers are used fddftata collection, the
company’s LoggerNet for Linux server software atscattendant LoggerNet Admin and
LoggerNet Remote (Campbell Scientific 2009) ughktiare used for site data retrieval. A

screenshot of LoggerNetAdmin is shown below in Fege+7.

IRI=IE

File Tools Optons Help
3N W o
EZ o g i
Edlag Short Cut  CRB asic Split Wiew RTHMC Dev RTMCRT PBGraph

EZSetup Setup Connect Statuis

e =

File View Datalogger Tools Help

—Stations —Data Collection——— [ LClocks
BLRK, Collect Maw | Custorn... |
BMBL |

EHEL— —Program Station D ate/ Time:

Server Date/Time

gg; | KvMN_STD_ 02 CRa |

CALLAR
CCLA Send... | Beceive.. |

CMBA

CRMT . Set Station Clock |
CREL rData Displays————

DRFN

ELST | | | v Pauze Clock Update
Graphs: 1. 2. 3.
ERLM v| =]

FARk

; ] 5 ] —Elapsed Time——
¥ List &lphabetically Numeric: 0 00:00:00
~f [ LConnect | [~ Pause Parts and Flags... | ‘ ’ ’

Figure 6-7. Campbell Scientific LoggerNetAdminesm capture.

Check Clacks |
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While Campbell Scientific’'s dataloggers and saiftevcan be configured to enable
the logger to send observations to the server gir@allback methods, the Mesonet
instead utilizes scheduled, server-initiated datkection. This method ensures that there
are no collectible data holes and that all dataetreeved in temporal order. The
Mesonet'’s ingest server is configured to contachesite once every 15 minutes to
retrieve all data measured by each logger sinteddiection. This retrieval resolution is
easily changed to five-minute collection duringesof severe weather; see Section
4.5.1. Aretry interval is configured so that gegver will reattempt collection should it
initially fail.

The ingest server is setup to store data in combetiaaited flat text files. These
files are not used for routine storage, accessdapday but are intended for raw data
archival purposes and serve as a lowest-level Ipafkithe operational observation
database. Some basic data output and graphs, Boveee generated from these via
custom developed code. These graphs (Figure &e8painly used in evaluating a new

site before it comes online or for viewing diagmostariables.

2Ai@A B22iPE BE:AA A2iGP0 B4:08 B6iA0 A5:i0A 18:88 12:98 14:88 16:i008 15:68 2A:i00 Z22:08
8318 @3-18 83-11 @83-11 83-11 83-11 @3-11 83-11 @83-11 83-11 83-11 83-11 83-11 8311

Time (UTC» - Experimental Data - Mot For Operational Use

Figure 6-8. Rudimentary, initial graph createdbgsonet data ingest systems.
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Population of the operational observation datalmaehieved via custom author-
developed scripts which form a bridge between Laggeand the database. Data are
written to the database immediately upon collectiwithout using the raw text files.
While newer versions of LoggerNet can be configucedrite to a database directly, the

custom method developed allows for greater fleitibih database schema design.

6.3.2 Technical implementation

Campbell Scientific’s LoggerNet (Campbell Sciemti#i009), version 3.4, is
installed on a server dedicated to data ingesitindx version of the software, for which
the Kentucky Mesonet was among the first users,cliasen for consistency with the
operating system of other computing network seraacshosts. Configuration of the
server is accomplished through LoggerNetAdmin agderNetRemote running on
Windows (Microsoft 2007)lesktops in the Mesonet offices.

Though not used operationally, the raw text filesienportant. Upon data
collection, the server is configured to append dataraw text file — one file for each
site. For backup purposes, these files are trenesf@ia the Linux rsync command to a
PC in the Mesonet office — the same PC used fositeesurvey system. This machine
uses custom bash shell scripts and GnuPlot (Wiliand Kelley 2004fo produce
graphs like that shown in Figure 6-8.

To populate the observation database, a custortewifterl (2009) script named
Idbm2db is executed as a continuously running daewioch connects to a port

monitored by LoggerNet's Logger Data Monitor Pratioeersion 2, or LDMP2. Upon
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connection, the script sends configuration infoforato the LDMP concerning the sites
for which it wants data and the desired time peridd data are collected by the server,
they are sent over the socket connection in a ceaghmited form, which is parsed by
the custom Perl code. As itis the bridge betwegast and database, the custom code
also maintains a connection to observation databatems. As data are streamed from
LoggerNet, SQL queries are formed and sent to sit@bése for operational data storage.
Ldmp2db also maintains a connection to the autoin@té system (Section 6.9) to signal
to it the availability of new data. Fairly robwestor handing mechanisms are
incorporated into Idmp2db to allow for reconnecttorthe ingest server, database
system, and automated QC and to allow for rollbatKailed queries through the use of
SQL transactions. Logs from Idmp2db are closelyimooed by Mesonet availability

assurance mechanisms.

6.3.3 Needs for improvement

Possible areas of improvement include breakinddimp2db daemon up into
multiple instances rather than using a single imetdor all sites. Newer versions of

LoggerNet may also be investigated and tested.

6.4 Observation data storage system

Dewett and Jones (2001) note that IT promotesieffcy by providing the ability
to store and retrieve lots of information quickhydaeasily; it codifies the knowledge base

by facilitating organizational memory and makingiutedge easy to communicate,
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assimilate, store and retrieve. Richardson €18P0) holds that data should be viewed
and managed as a corporate asset. Data arearthef Trenberth et al.’s (2002)
priorities for in situ sensing networks, and datatmuity & access are at the core of
NRC (1999), GCOS (1993), and other guiding workkerefore, to say that the
observation data storage system lies at the het#re &entucky Mesonet’'s IT

infrastructure would be an understatement. Thstesy is reviewed below.

6.4.1 General overview

As of 28 February 2010, the Mesonet’s observatetalitase contained over five
million groups of five-minute observations. As Tab-1 shows, 20 individual
meteorological measurements are included in easéreétion group, yielding a database
with over 100 million total meteorological data pts. Over 130 million measurements
have been made when diagnostic variables are ied|uahd about 250,000 additional

measurements from non-standard equipment at salestare included.

Table 6-1. Observation database record counts.

. Met. Diag.
Total 5 Minute et 'ag Total Total
. Measure. Measure. . . . Total
Observation Meteorological Diagnostic
per Ob. per Ob. Measurements
Groups Measurements Measurements

Group Group
2010* 769,928 20 6 15,398,560 4,619,568 20,018,128
2009 3,047,596 20 6 60,951,920 18,285,576 79,237,496
2008 1,033,741 20 6 20,674,820 6,202,446 26,877,266
2007 194,271 20 6 3,885,420 1,165,626 5,051,046
Total 5,045,536 20 6 100,910,720 30,273,216 131,183,936

* ending February 28, 2010
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When developing its observation storage systemiidmsonet had a choice
between flat file storage mechanisms and the userelfational database. One format,
Unidata’s network Common Data Form , or NetCDF, $&en healthy acceptance for
scientific data storage (UCAR 2009c¢). However golagn Murhammer et al.’s (1999)
design characteristics, most importantly econonaddySQL (Sun 2008) database-
backed system was chosen instead. While NetCRffagable at no cost, the availability
of potential student and full-time employees wittowledge of MySQL was felt to be
higher than availability of NetCDF-versed candidate

The observation database contains only measurermedtsome statistical
calculations, all in their original units. Deriveteasurements, summary statistics for
defined periods, and unit-converted values areutatled on-the-fly by various classes in

the Mesonet code libraries, and are often genegdtdsplay time.

6.4.2 Technical implementation

The observation storage system resides on a lsawer purchased and
configured for this exclusive purpose. As mentthfdySQL (Sun 2008) is used as the
supporting database. For security and backup gegydhe database is mirrored on the
program’s public web server. The database’s pyrtesles are shown in Table 6-2. The

database is designed to potentially handle obsensafrom multiple networks.
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Table 6-2. Observation database primary tables.

Table Description

data_ KYMN_Aux_Dev_YYYY Auxillary observations from the year YYYY for the KYMN network.

data_ KYMN_TBL_5min_YYYY Primary observations from the year YYYY for the KYMN network.

network Table of networks, such as KYMN for the Kentucky Mesonet.

network_site_names Names and abbreviations for network measurement sites.

Quality controlled auxillary observations and flags from the year

A_KYMN_Aux_Dev_YYYY

QA X DRV YYYY for the KYMN network.

Derived, quality controlled observations and flags from the year
YYYY. For future use for the KYMN network.

Quality control and assurance flags from the year YYYY for the
KYMN network.

Manual quality assurance and control flags from the year YYYY for
the KYMN network.

Quality controlled primary observations and flags from the year

QA_KYMN_Derived_TBL_5min_YYYY
QA_KYMN_flag_log_YYYY
QA_KYMN_Preset_Flags_YYYY

QA _KYMN_TBL_5min_YYYY

YYYY.
site_geog Basic site geographic metadata, such as lat/lon/elevation.
site_time_zone_history History of time zone changes for a site.
units Measurement units.
variables Measurement variables.

To speed query performance carefully constructéabadse indices are applied to
the data. To aid queries where the site is tha mgsortant variable and time is of
secondary importance — such as in querying allrebsiens for a site or all observations
for a site between a certain start and stop positie—+ observation timendices are used.
To aid queries where time is the most importantgparameter — such as querying all
observations for all sites between a certain stagitstop point -ebservation time + site
indices are used. Coordinated Universal Time (Uis@he official timestamp for all
observations but, to speed queries based on iooal both standard and daylight-saving-
time-advanced timestamps are also stored.

To fully support transactions and enforce foreigy kules, the InnoDB database
engine for MySQL is used (Sun 2008). Data arecstan a less normalized fashion than
was originally wanted, as initial calculations hetdesign phase indicated that it would
be quicker to keep individual measurements fromlaservation grouped together versus

splitting them into separate rows with a varialidefield. These calculations were based
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on queries which regrouped fully normalized datthatcommand line. As Mesonet
development grew, though, data access code librareee increasingly used to pull
observations from the database, likely renderirgitning issue moot. Deep down, the
less-normalized database form felt like a mistakbeatime and probably was. A more

fully normalized schema appears now to have beae aygpropriate.

6.4.3 Needs for improvement

Some initial steps at a database redesign arewagerow, including looking at
databases more supportive of GIS applications dpiéng schema to a more fully-
normalized form. Hopefully the object-oriented eapproach used in Mesonet
applications will help with this, as only underlgidata access libraries should need

modification for a schema update, not entire apibns.

6.5 Product generation system

To help meet Trenberth et al.’s (2002) call fatdbution of data in near-real
time and to aid development of tools to satisfy NRE99) requirements for data access,

a product generation system was developed. kssribed below.

6.5.1 General overview

The primary intent of the product generation sysieto perform automated,

scripted product generation for both the public sWeband specialized data distribution
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systems used with key Mesonet partners. Theseudadaicts need to be regularly
updated but do not have to be dynamically genemtedemand, making them ideal
candidates for automated creation.

One main function of the system is to create pdbtdata for the public website,
such as wind speed & direction and radar reflegtias shown in Figure 6-9. As other
websites sometimes co-opt these images, the Mésqmiehary web address is also

output on plots of network data.
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Figure 6-9. Graphic of wind speed & direction (tepd composite radar reflectivity data
(bottom) generated for public website.

Partners in the broadcast industry in multiple retgkeceive feeds of network

data which are directly importable into their weattdisplay systems. The product
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generation system is used to generate data outfpubprietary formats for both Weather
Central and WSI systems. These feeds were dewklopgose cooperation with the

broadcasters and their vendors.

6.5.2 Technical implementation

Unidata’s GEMPAK software (UCAR 2009a) is usedieate website plots of
network and radar data. To take advantage ofiegigtta access libraries, GEMPAK
commands are executed by shell calls in Mesonettdped PHP (PHP Group 2009)
code. Data are retrieved from the observationbdests, are formatted into a binary
GEMPAK surface file via its sfcfil and sfedit ronés, and are then plotted with the
sfmap_gf command. A virtual frame buffer is ulizby sfmap_gf, and in doing so
some memory leaks have been experienced. Aftationeof data plots, images are then
cropped for desired website size, labeled with “wkyinesonet.org”, and copied over
the internal network to the public website. A ftentaining UNIX epoch timestamps is
created for each image and also copied to the weebkishould be noted that the
FORTRAN source code of the sfmap routine was medifor precipitation plots in order
to show decimal places.

For radar data, a Perl (2009) script is used tondoad base reflectivity data for
12 radars in or near Kentucky via FTP from the dlai Weather Service and is
executed every five minutes. Before download,renfile timestamps are checked
against files previously downloaded and the dowthigaskipped if the file has been

previously retrieved. GEMPAK'’s gdradr utility ised to create a gridded composite of
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all the radar files, followed by execution of itdpdot2 utility to create an image of the
composite for the web. That image, along with @oanpanying timestamp file, is then
copied over the internal network to the public wehgust like plots of Mesonet data.
PHP code is used to create every five minutes ¢leessary broadcast text output
in proprietary formats. Classes in the data addessy are used to retrieve the most
current data for each Mesonet site and to retrsewmemary data such as high and low
temperature and precipitation. Code from the fionstand conversions library is used to
calculate parameters such as wind chill, heat inded 16-point cardinal wind direction.
Generated data files are then copied to the padterdistribution website to be made

available to broadcast partners with data accegeamgnts.

6.5.3 Needs for improvement

There is great desire to convert products genetatede product generation
system into more interactive, GIS-based tools sisctihose shown in Figure 7-4. As that
happens, the product generation system may motphriare of a product support
system, moving away from GEMPAK map creation towaedoming a GIS map server.
When and if that happens, though, care must ba takprotect external sites linking to

existing graphics, and generation of broadcast maaneed to be moved elsewhere.
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6.6 Public website

NRC (1999) and GCOS (1993) principles call for datstems to facilitate user
access to climate products and raw data. The IKkptMesonet’'s website
(http://www.kymesonet.org) serves as the publie facthe program and provides the
main public access to the network’s met/climat@ddathe site, of course, overviews the
network and provides details on instrumentatiotwoek quality, etc., but its focus is to

provide both near-real-time data and summary stifom all Mesonet locations.

6.6.1 General overview

The front page (Figure 6-10) includes a clickabbgpra generated by the product
generation system — with which users can choos#e &s which to display data in the
“blue box” of current observations. The variabigpthyed on the map can be changed

with the menu underneath it.
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KENTUCKY

ME S O NET ml The Commonwealth's Official Source for Weather and Climate Data
e

Home About Integrity Live Data Live Graphs Historical Data Consortium Qutreach
What is the Kentucky Mesonet?
gﬂnr‘:rrfnrﬁls(:ounty, K The Kentucky Mesonet is a network of automated weather
- 0 and climate monitoring stations being developed by the

Dewpoint: 20°F 30 Air Tem Kentucky Climate Center at Western Kentucky University to
Humidity: 68% 5:30 pm CST 0. serve diverse needs in communities across the
Precipitation: 0.00 in. snce 1z (matke detault she) ) (°F) Commonwealth of Kentucky. Earmark funding for the

. . : 5:30pm CST Mesonet was secured by U.S. Senator Mitch McConnell
Wind: E at 3 mph 14240

The Mesonet reflects a partnership between Westemn
Kentucky University and NOAA's MNational Weather Senice
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www . kymesonet.org

Temps |High |Low |Precip |Wind |S. Rad. | Humidity | Dewpt. | Chill | Radar

Adair County /Columbia, KY (3 N) Mesonet Site

Site Progress Highest Temps
Last 24 Hours WKU Meteorology & Climatology
Mayfield 6 SV 36.4°F B.S. Geographv
Q {:\I/-L Hickman 2E: 357°F B.S. Meteorology
Benton 4 N: 355°F M.S. Geoscience (Weather/Climate)
BOONE CO. KNOTT CO. MAXT  MINT  PRCP  WIND

Western Kentucky University -Kentucky Mesonet-19 Gcl.cll=g=H=|ght= Bhed #31085 - Bowling Green, Ky 42101 - 270) 7454

1Al WKU

- kymesonet@wku.edu

Figure 6-10. Front page of Kentucky Mesonet pubigbsite.
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Meteograms for each network site are available filoet‘'Live Graphs” page,
shown in Figure 6-11. The graphs depict tempegatiewpoint, relative humidity, solar
radiation, wind speed & direction, and precipitatiorhe latest 24 houf'sof individual
observations from each site are also availablebalar form from the “Live Data” page,

not shown.

Live Data

|Warren County (FARM) j Go/Refresh

Relative Location: Bowling Green 3 § Latitude: 36.9266%" Longitude: -§6.4631%" Elevation: 339 ft
*English Standard Last 24 Hours Table

Bowling Green 5 5 (FARM)
Start: 11 Jan 2010 5:30pm Local Time
Stop: 12 Jan 2010 5:30pm Local Time

Temperature,. Dewpoint. Rel., Hum, Solar Radiation
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Figure 6-11. Website data graphs.

2L From the internal network, this list shows up €odays of data.
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The Monthly Climatological Summary website functishown inFigure 6-12,

provides a monthly summary of t/climate statistics for each site. Not show

dropdown menu allows the user to choose the mardrsie for which they war

statistics.

Monthly Climatological Summary| SttionID: RPIN
Experimental Version lé:ll:::e Location: éﬁi";}‘aﬂnw
Full Quﬂb‘_ﬁi}qgh’ul '\ ot Applied *Lucaiiun: Lat: 37.38"% Lon: :SS.CL‘I“
e 22 UCU%‘ y Elevation: 594 .
Ohservation Day: Central Standard Time
= *To Kaarmt Hundrad®
Temperature (°F) Degree Days|Humidity (%) ) Wind Sp?ed t.mph] and Solar
Precip Direction
Day | Date ) Avg _|linch}| Res | Res | Avg | Max IM;J'
Max | Min | Avg Dwpt HDD | COD | Max | Min Dir | Spd. | Spd. |3-sec m*)
TUE 1 50.0 ) 328 | 413 ] 1A 24 0 91 42 0.00 3 41 59 | 148 | 101
WED 2 432 | 382 | 387 | 378 | 25 0 58 75 0.50 N g1 10.5 | 341 1.3
THU 3 4003 | 258 | 330 | 287 | 32 0 LT G0 0.00 | NW 25 287 | 232 | 54
FRI 4 348 | 2.3 | 281 | 194 | 37 0 93 47 0.00 | NNW | 3.3 39 | 112|108
SAT 5 354 | 174 | 287 | 174 38 0 95 37 0.00 | NNE 0.1 31 M2 118
SUN 6 3r4 | 222 | 298 | 202 | 35 0 o4 47 0.00 | SSE | 46 49 (132 | &7
MON o 425 | 334 | 379 | 340 | 27 0 97 1 011 SW | 26 58 | 1941 45
TUE 8 55.0 | 381 | 481 | 415 ]| 18 0 99 85 | 1. SE 76 | 115 | 37| 08
WED 9 522|202 | 382|283 | 28 0 95 56 0.00 W 186 | 193 | 454 | 5.0
THU 10 288 | 160 | 224 | 82 43 0 ri:) 32 0.00 W 93 99 (232 | 118
FRI 1 381 | 191 | 286 | 131 36 0 29 26 0.00 | SSW | 48 56 | 174 | 103
SAT 12 | 43.3 | 25.0 | 341 | 193 | N 0 50 34 002 | S5E | 7.2 T4 [ 186 | 40
SUM 13 48.0 | 41.4 | 447 | 431 20 0 98 78 016 | SW 5.3 T4 | 188 | 37
MON 14 58.3 | 415 | 489 | 488 | 15 0 94 72 0.00 | SW 88 125 | 308 | 47
TUE 15 418 | 221 | 8 | 244 | 33 0 9 65 0.00 | NNW | 118 | 115 | 285 | 7.8
WED 16 354 | 181 | 288 | 1841 38 0 80 40 0.00 E 1.2 3T 102 M2
THU 17 457 | 211 | 335 | 210 M 0 ar 33 0.00 SE 45 49 | 115 | 83
FRI 18 508 | 327 | #1.7 | 282 23 0 95 34 0.04 SE 1.3 31 12.5 59
SAT 19 386 | 3.3 | 350 ) 322 20 0 99 ar 004 | MWW | 117 | 11.8 | 283 | 1.5
SUM 20 315|290 | 303 | 269 | 35 0 91 83 0.00 |WSW | 66 82 | 204 | 24
MON 21 331 | 259 | 285 | 29.0 35 0 100 50 0.00 S5 15 36 | 114 28
TUE 22 533 | 301 | 417 | 3583 | 23 0 101 57 0.00 SE 58 63 (137 | 74
WED 23 557 | 448 | 507 | 405 | 14 0 50 61 0.04 SE 34 37 (219 | 58
THU 24 59.3 | 452 | 522 | 449 13 0 g7 53 0.89 SE 147 | 154 | 43.3 38
FRI 25 53.5 | 282 | 409 | 304 | 24 0 95 57 0.15 | SSW | 150 | 163 | 385 | 16
SAT 25 39.2 | 271 | 332 | 208 | 32 0 70 45 000 | SW | 122 | 125 | 354 | 104
SUM 27 M0 | HME | 2T | 218 37 0 ar 63 0.00 W 259 (105|287 | 28
MON 28 332 | 201 | 3BT | 214 38 0 29 69 0.00 W 21 97 | 240 | 55
TUE 5 350 | 234 | 2832 | 193 | B 0 33 50 0.00 NE £1 58 | 212|108
WED 30 427 | 285 | 356 | 288 29 0 99 53 014 5 5.8 76 | 255 3.2
THU El 411 | 23.4 | 322 | 354 | 33 0 99 7 0.03 | NwW 76 89 | 238 | 21
Menthly | 43 | 2758 | 354 | 278 23
Average

Monthhy
Total

Figure6-12. Monthly climatological summary.
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Due to a lack of available time during Mesonettafa and to take advantage of
existing university partnerships, the graphicaligigdook, and feel of the website were
handled by a local web design company, HitCentgtexd in WKU’s Center for
Research and Development. The content and tedHuarzzionality, however, were
completely designed, coded, and implemented by Negmersonnel. In the form
presented here, the author contributed about 50tecfoding effort, with a student

developer contributing the other 50%.

6.6.2 Technical implementation

The website is hosted on a Linux-based Apache0@0deb server and, at the
time of document creation, was a pretty straightéod, basic site. Non-data
functionality is mostly implemented in basic Hymxtt Markup Language (HTML) with
cascading style sheets (CSS). Some JavaScript2#18) is used to load a common
menu on the top of each page and is sometimesusisplaying a common
informational banner across each page.

PHP (PHP Group 2009) applications provide the ntgjof dynamic data
capability. Each of these heavily relies on thea@acess code library for retrieving
individual observations and summary statisticse fiunctions and conversions library is
used extensively to convert data at display timenfMesonet standard units, typically
metric, to English units. Graph creation utilizee Mesonet graphing library, which is
based on JpGraph (Aditus 2008); see Section 5ToZut down on processing time, a

type of dynamic caching capability designed byabthor is used to create graphs as an
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image upon first request. That cached image 13 theserved upon subsequent requests
for the same station and time period.
Several versions of the website are typicallyse at any given time. One is the

released public version, while others are versiorder maintenance and development.

6.6.3 Needs for improvement

Modifications to the website are currently undervaag it will likely have
changed before this thesis is approved in finahfolChanges to the site should bring
increased interactivity and more dynamic data digplia Asynchronous JavaScript and
XML, or AJAX, based methods. It will include lamg@apping to accommodate more

stations as well as additional topical sections.

6.7 Partner distribution systems

The Kentucky Mesonet works with a number of caitigartners, including the
National Weather Service, broadcast media, statergment, universities, and
agriculture interests to provide both specializsedfs of Mesonet data and on-demand

data retrieval from the observation database. dhes detailed below.

6.7.1 General overview

Extensible Markup Language (XML) based data feedhsch are really dynamic

data pulls from a special website for data partneese first developed with the National
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Weather Service office in Jackson, KY and the Ursirg of Kentucky Agricultural

Weather Center. The available feeds incl

(i) the network sites feed, which contains basic si¢anata like latitude
longitude, ancelevation;

(i)  the latest data feed, which contains an >-basedisting of recent dat
collected from Kentucky Mesonet site

(i) the latest GeoRSS feed, which is a Geol(2010)version of (ii) develope
for the Kentucky Division of Geographic Informatj

(iv) andthe range summary feed, which allows partnersdqaest dat:
summaries (such as max/min temperature, precipitagitc.) for a us-

defined perioc

The Bulk Data Retrievénterface, shown in Figure 6-13, allowsgernal Mesone
personnel and data partners to retrieve archivesank data in a more hum-readable

and usable format. Data can be output in an HTakllet or as comma separated val

MESONET BB

Bulk Data Retrieval Interface
Instructions Variables
site: | Albany 1N (ALBN) | Variables:
Output - - .
Ln;;f:: | English - Many Variables ~| ETabIeJ TAIR AR TEMPERATURE -
Year son  pay ol RELH RELATIVE HUMIDITY
THMP RH SENSOR TEMPERATURE
Start .
tor [2010 =] [9an =] [1 =] [CFie TDPT DEWPOINT
Stop WSPFD WIND SPEED
” 2010 = |JAN =|]T =||0 =|]|00 =
Time: I J I J I J I J I J WDIR WIND DIRECTION
Start'Stop -
ijl UTC - Universal Time j WSMX WIND SPEED MAX GUST _|
Type:
Submit Query |

Figure6-13. Bulk Data Retrieval Interface
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The “File” option prompts the interface to retureta with a specialized header that
causes or allows them to be opened directly intsea’s default spreadsheet program, if
installed. Covered already in Section 6.5, partiata distribution systems also host

Mesonet data in proprietary, text-based broadcastiver system formats.

6.7.2 Technical implementation

Partner data feeds are hosted on an Apache (2@&ke3erver, with PHP (PHP
Group 2009) code powering each. All of them tatteamtage of the data access code
library, specifically those classes that deal \githtion data retrieval and summary
products. For the XML-based feeds, the PHP geeedéML-based output in both
custom XML and GeoRSS forms, whereas the PHP ®Btilk Data Retrieval interface
generates tables or comma separated values wrappddL format. If “File” is the
output type chosen by the user, then PHP is usgdrterate a special header that causes
a web browser to open the data in the user’s defputadsheet application. The PHP
applications are dynamic in that they allow datergas to specify sites and temporal
coverage of the output. For the bulk retrievatiface, they can also specify the
variables. Due to processing time, especiallystonmary statistics, the data retrieval

period is limited. Broadcast data generation idescribed in Section 6.5.
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6.7.3 Needs for improvement

Like the broadcast text generation systems, athpadata distribution methods
may need to be slightly redesigned with a constaeraoward caching the most
commonly requested datasets, which typically ageests for the latest observations
from all Mesonet sites. By caching the resulttheke requests, load on distribution and

database systems may be significantly reduced.

6.8 Availability assurance systems

One of Murhammer et al.’s (1999) principles isttt@mputer network
management should include methods to monitor théhef systems to ascertain
operating conditions and to isolate faults. Thiagple, along with the Mesonet’'s own
requirements for high availability, dictates theeggiion of availability monitoring and
assurance systems. Several systems have beeopukéb support the Mesonet and are

described below.

6.8.1 General overview

The simplest availability assurance mechanismm igualible system which
monitors a custom web-based status page for erssages or connection failures. A
synthesized voice in the main Mesonet office alestmputing staff to errors. It also

reads aloud on-the-hour the temperature at the iBgu@reen site.
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Network traffic graphs continuously monitor andaoel usage statistics from
computing network devices. Figure 6-14 showsitrdddth terminating at and

originating from the program’s web server for a waaed month.

BO0 L0k

430,10 k

J00.0 K

150.0 k

Bits per Second

Thu Fri Sat Sun Man Tue Wed Thu

60,0 k

420.0 k

280.0 k

140.0 k

Bits per Second

Febh Mar Apr Mayw Jun Jul Aug Sep Oct HWow Dec Jan Feh

Figure 6-14. Weekly (top) and yearly (bottom) wibgaffic statistics ending 11 March
2010. Outbound traffic is in blue, with inbounédftic in green.

The Nagios (2008) IT Infrastructure Monitoring ®ysthas been implemented to
maintain a constant vigil over sensor network @afalability, computer network health,
physical server health, and data product avaitgbilMost importantly, the system alerts
computing personnel by both e-mail and text mesahget critical outages. The front
page of the Nagios system is shown in Figure 6alfile a sample notification alert is
given in Figure 6-16. In addition to alerting camipg staff quickly about problems, the
Nagios system can be used to generate a numbeaitdlality statistics. This capability

was used to generate the site uptime statistiengivthe Communications chapter.
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Because the Nagios systens within the internal computing network, a metl
to monitor the network itself for availability isquired, else there would bo way to
receive notificationsfithe entir computing network werdown. Therefore, thMesonet
uses an external, fdmsed monitoring service from SiteUptime, LLC. &fprm
rudimentary checks of Mesonet website computingnetwork availability. A grapl

from that serviceKigure6-17) shows uptime for the monginding 28 February 201

N a g ios Stz GRHIY 03-12-2010 03:25:01 170 5h 12m 555 111 Ok. Data received within last 20 min
—_ Site KR 03-12-20100325:02 8¢ 0 TmS4s 11 Ok. Data received within last 20 min
St HHTS 03-12-2010 03:25:02 17 5h 12m 558 111 Ok. Data received within last 20 min
2 Home . ste.HRDB 03-12-2010 03:25:02 17d 5h 12m 558 11 O. Data received within last 20 min
® Documentation
SteHTFD 03-12-2010 03:25:01 20 00 37mSSs 111 Ok. Data received within last 20 min
steHUEY 03-12-2010 03:25:02 170 5h 12m 558 11 Ok. Data received within last 20 min
#Service Detai steLGNT 03-12-2010 03:25:02 170 5h 12m 545 111 Ok. Data received within last 20 min
o £
< Host Detail . steLsHL 03-12-2010 03:25:01 3¢ 6h 22m S5 111 Ok. Data received within last 20 min
Hostgroup Overview
# Hostgroup Summary steLXGN 03-12-2010 03:25:01 170 5h 12m 545 111 Ok. Data received within last 20 min
% Hostgroup Grid
® Servicegroup Overview SteRHD 03-12-2010 03:25:02 170 5h 12m 558 11 Ok. Data received within last 20 min
® Servicegroup Summary - o
® servicegroup Grid SteROK 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
2 Status Map St MRRY 03-12-2010 03:25:01 160 21n Tm 545 11 Ok. Data received within last 20 min
®3-D Status Map
. ste.oLn 03-12-2010 03:25:01 44 140 37Tm 558 111 Ok. Data received within last 20 min
® Service Problems
® Host Problems ste PN 03-12-2010 03:25:01 17 5h 12m 545 111 Ok. Data received within last 20 min
® Network Outages
st PGHL 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
_ site. PRNC 03-12-2010 03:25:02 1d Oh 3Tm 558 1/1 Ok. Data received within last 20 min
st FPRYE 03-12-2010 03:25:02 164 21h 12m 545 111 Ok. Data received within last 20 min
® Comments st PVRT 03-12-2010 03:25:01 2 130 37m 545 111 Ok. Data received within last 20 min
® Downtime
St2.0K50 03-12-2010 03:25:01 170 5h 12m 545 111 Ok. Data received within last 20 min
% process Info
# performance Info st RBSN 03-12-2010 03:25:01 20 80 37mSés 111 Ok. Data received within last 20 min
®
Scheduling Queue SteRNDH 03-12-2010 03:25:01 170 5h 12m 545 111 Ok. Data received within last 20 min
Reporting SteRFTN 03-12-2010 03:25:02 144 19h 17m 55s 111 Ok. Data received within last 20 min
steRSVL 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
steSCTV 03-12-2010 03:25:01 50 200 37m 558 111 Ok. Data received within last 20 min
ste.SWON 03-12-2010 03:25:02 17 5h 12m 558 111 Ok. Data received within last 20 min
SteVEST 03-12-2010 03:25:01 17 5h 12m 545 111 Ok. Data received within last 20 min
St WLET 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
Configuration
stewNCH 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
® view Config
St WSHT 03-12-2010 03:25:01 170 5h 12m 558 111 Ok. Data received within last 20 min
tefimit 03-12-2010 03:03:42 170 30 24m 165 111 Ok. Sites Wihin Transfer Limt

Figure 6-15 Front page of Nagii (2008)IT infrastructure monitoring syste

* % % % % Nagl OS 29 * % % % %
Notification Type: PROBLEM
Service: site. PRNC
Host: i ngest
Addr ess:

State: CRITICAL
Date/ Ti me: Thu Mar 11 02:40:16 GVI 2010
Addi ti onal Info:

PRNC datafile 24.4 mns old

Figure6-16. Sample Nagios (2008) alert notification.
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Uptine
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Figure 6-17. Uptime graph from external monitorsagvice, SiteUptime, LLC. Period
is 1 month, ending 28 February 2010.

6.8.2 Technical implementation

Synthesized voice monitoring is implemented ushrgRestival Speech Synthesis
System from the University of Edinburgh (2004).rIR2009) scripts are executed to
download status and observation information frommNtesonet website. If those data are
not available, or if they indicate errors, the gtsiare designed to have Festival audibly
alert and prompt personnel to “Check Mesonet System

To create network traffic graphs, Oetiker’'s (2008)Iti Router Traffic Grapher
(MRTG) is used. Mesonet router(s) and switch(es)aonitored by MRTG via the
Simple Network Management Protocol (SNMP). MRTG@lgres and monitors SNMP
data and automatically produces temporally-relegtatistics.

Two monitoring approaches, active and passive cheuk used with the Nagios
system. With active checks, Nagios itself perfoonecks of the availability of servers
and services. For passive checks, Perl scripisdividual servers are written to monitor

services, products, etc., in a highly customizedmea and to report back to the Nagios
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software running on a centralized server. Thesptsare designed to send results of
their checks via NSCA, or the Nagios Service Chdéptor. While the scripts can
themselves signal a problem to Nagios, if the saftndoes not hear from a script within
a configurable amount of time an alert is also gaieel.

The health of Mesonet servers, all of which ard€)é&d monitored by the
manufacturer's OpenManage Server AdministratoQ®ISA (Dell 2008). OMSA
monitors data about the servers, including inforamabn their fans, intrusion attempts,
memory, power supplies, processors, temperatuodtsages, hardware logs, and
batteries. It also monitors the health of RAIDrage devices. While OMSA is available
on each server through the internal network viseh tarowser, custom scripts have been
written to query OMSA and send its results backagios, making for cleaner and
completely centralized alerting operations.

The external monitoring service from SiteUptime .Lis configured to monitor
both the availability of the Kentucky Mesonet wébsind to look for a customized
health message on a special status page. If thiepuebsite is either unavailable or the
customized health message indicates a problem, idépersonnel are sent e-mails and

text messages.

6.8.3 Needs for improvement

Avalilability assurance mechanisms are alreadyyfaabust as currently
developed. Improvements may include creating saae-based reporting functions for
observation sites. Though a delicate matter, tdssipility of reducing the number of

alert messages generated may also be investigated.
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6.9 Automated quality control system

While the last section focused on maintaining therall quality of the network,
including its servers, product availability, andraaunications systems, this final section
of the chapter examines the Mesonet’s automatelityjoantrol system. The entirety of
the reviewed literature on in situ surface netwatkesses the importance of an overall
guality assurance program and quality control aévoek data. From its beginning the
Mesonet has utilized manual quality assurance (&) control (QC) techniques and
inspection implemented by the program’s QA Spesti@nd the student operators
overseen by the specialist (Ferris et al. 201Q)thA time of writing, an automated QC
system had been developed in Java (Sun 2010) asbeuag carefully woven into
operational use. The system could possibly forenbdisis of a thesis of its own and is
described generally but at some length here. Ttleadesigned and coded
approximately 90% of the system, with 10% of tHertfcoming from a student
developer. Former Application Developers contrdousome ideas and advice on the

system.

6.9.1 General overview

The automated QC system has been designed to hanttiple types of QC,
defined by the Mesonet to include real-time chemksneasurements in a single
observation, hourly QC on an hour’s worth of datly QC on a day’s worth of data,

and so forth. The base system has also been @ddiginandle spatial QC with some
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modifications. At this time, however, upper lepebgram management and the QA
specialist have decided to apply only real-timet@Q@Gbservations from individual sites.
Some details behind this decision are in Ferrad.g2010). Though the general
overview of the system only details its real-tinspects, the technical implementation
section examines the entirety of current systenalodipes.

As Figure 6-18 shows, real-time QC is designeditoa set of automated
algorithms on multiple variables that are part sfragle observation. The following

algorithms are executed on each five-minute obsierva

(i)  Uncertainty Alter — Values of relative humidity (RH) and solar radiation
(SRAD) are checked to see if they are outside géighl reality.
Specifically, RELH values greater than 100% aredated to 100% and
values of SRAD less than 0 are changed to 0. & f9C value, not the
original value, is modified but only if it is stiithin instrument range and
accuracy. Otherwise, the next algorithm is usechtoh the bad value.

(i) Range Check — 1.5 m air temperature values (TAQteBtive humidity
(RELH) and relative humidity sensor temperature IFJ; 10 m wind speed
(WSPD), direction (WDIR), peak speed (WSMX), direntat peak speed
(WDMX), minimum speed (WSMN), direction standard/idgion (WDSD),
and speed standard deviation (WSSD); solar radid8&AD); and five-
minute precipitation accumulation (PRCP) are aflai{ed against a known

and expected range of values unique to each variabl
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(i) Fan Comparison — Air temperature values are vadlagainst proper
operation of aspirated shield fans (FAN1, 2).

(iv) Vaisala Health — Five-minute precipitation (PRGBYal mass (PMAS), total
accumulation (PACC), and intensity (PRTE) are \atkd against a health
diagnostic value (PHTL) provided by the weighingket gauge’s central
processing unit.

(v) PRT Intercomparison — Three separate air temperaalues are inter-
compared for consistency.

(vi) Precip Vs Wetness — Precipitation values are cltealgainst wetness sensor
values (WET1) from the previous 20 minutes. WE$4eatially indicates if
precipitation was or was not actually occurring.

(vii) Door Check — Multiple variables, the same ones éxadhin the Range

Check algorithm, are validated against the presehaesite technician.

Figure 6-18 shows the general progression of algorexecution from top to
bottom. Care must be taken to not run multipl®@algms on the same variable at the
same time for the same site. However, the systsibben designed to use multi-
threading capabilities to take advantage of situstivhere multiple algorithms can be
run on different variables simultaneouélyAlgorithms grouped together in the figure
are executed in parallel, as the variables thely eaamine are not common between

them.

22 at least pseudo-simultaneously, depending on tipgrsystem and processor assignment
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Automated, Real-time QC

Algorithm Input
2

VALUES WITHIN INSTRUMENT ACCURACY BU
PHYSICALLY UNLIKELY ARE CAPPED

FAN1 FAN2

GAUGE DIAGNOSTIC VALUE

TAO1 TA02

AIR TEMPERATURE VALUES INTERCOMPARED F
CONSISTENCY

ecip Vs

Wetness

PRECIPITATION VALUES CHECKED AGAINST
PRECIPITATION INDICATOR

TA02

e e

SITE CHECKED FOR PRESENCE OF TECHNICIA!

[ ©

Execute Previous Values
Simultaneously May Be Used

Figure 6-18. Automated, real-time QC algorithnvariables are identified by a four-letter
abbreviation.
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The result of each algorithm is a set of QC flagsefach variable. The Mesonet’s

QA Specialist defined the following four tiers d¢dds:

() GOOD - variable passed check by algorithm;

(i)  SUSPECT - variable considered suspect by algorithough it may still be
used in data displays and calculations;

(i)  WARNING - variable integrity considered to be veryestionable and its
value may not be used in data displays and calonkgt

(iv) FAILURE - variable integrity considered negligibpmssibly due to

complete instrument failure.

The flags returned by each algorithm along witlesadiption of algorithm results
are logged in the observation database. The wWagsfor a variable from all algorithms
becomes the final flag assigned to it in the databas noted in the algorithm list, select
algorithms can modify a variable’s final QC’d vakdevhich will be used in display and
calculations — but not its original value. Tabl8 6hows example algorithm results,
where WARNING flags were set for all data at th&MNL” site for 1930 UTC 6 January
2010. At that point, the site’s datalogger endlewad been opened to indicate the

presence of Mesonet personnel who were givingeasitr.
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Table 6-3. Sample results from the Kentucky Mesangmated quality control system.

STID

UTME

Variable

Algorithm

Hag

Reason

LSML 1/6/2010 19:30 RELH DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WDSD DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WDIR DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 TAO02 DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WSMN DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 THMP DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 SRAD DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WSMX DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 TAO3 DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WSSD DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WSPD DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 PRCP DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 TAO1 DoorCheck WARNING DOOR open
LSML 1/6/2010 19:30 WDMX DoorCheck WARNING DOOR open

The automated QC system creates some vulneralhbilihe network data flow, as
it is essentially intended to be the gatekeepevdet measurements made at network
sites and the publication of those data via othistesns. If a serious, unchecked system-
level error were to occur, the QC system coulddbanitical Mesonet operations to a halt.
Therefore, it has been in testing before initis¢ase for the last five to six months.

Automated QC is now considered fully developedsrinitial form and may be
judged as such, though all operational systems haiget been modified to take
advantage of it. This process is likely to haverbeompleted or be well underway at the
time of thesis defense. The remainder of this@eexamines the technical

implementation of the system.



146

6.9.2 Technical implementation

To make the most out of Java’a multithreading cdipglthe automated QC
system — a “console” application — is implementadts own dual core four processor
server with 8 GB of RAM. It maintains remote coatien to and works with the
observation database via classes in the Mesoreeadaess code layer, previously
described. While only four processors and eigtal tmores do not allow all QC
algorithms to truly be run simultaneously, the ntlifeaded approach taken in the design
of the system does allow many simultaneous operatioth an aim of increasing
performance.

At startup, the application’s main clad¥aStartup, checks to make sure it is the
only instance of the system running, resets a datbacked algorithm processing
gueue, initializes an XML-based configuration masragnt object, and then uses an
ExecutorService in Java’'s concurrency packagesuioch the application’s main threads
in a cached thread pool. Figure 6-19 depicts tiosal threads and begins to show how

they, in turn, create and manage other threads.

— =

QueueProcessor (realtime) >—‘

(" QueueProcessor (hourly) D
[ =
QaStartup QueueProcessor (daily) )—‘
QueueProcessor (monthly)
(_KYMNRealtimeToHourly )

(__KYMNHourlyToDaily )
(_KYMNDailyToMonthly )

m

Cached Thread Pool

Figure 6-19. Automated QC system's startup threads

% Instead of QaStartup, this should really be na@eS8tartup, but is described as implemented.
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The threads started via the QaStartup class dreat@application management
threads and are intended to be continuously availabhe QaStartup class, therefore,
monitors each of these threads for availability sextarts any should they fail. The
application’s error handling mechanisms should @névhis, so this functionality is
implemented as a safeguard. Each of these stidmte@ds are eventually discussed in
some fashion in the remainder of this section.

The ExternalCommsListener thread / object is resjda for monitoring and
handling external TCP connections to the systenigiwmay be made either from the
data ingest system’s [dmp2db process or via babietttype connections from other
allowed systems. As shown in Figure 6-20, the EbeCommsListener creates a
separate ExternalCommsConn thread — up to 10-tdtahandle each incoming

connection.

4< ExternalCommsConn )
ommsListener 4< ExternalCommsConn )

‘ ExternalCommsConn )

O

Cached Thread Pool

Figure 6-20. ExternalCommsListener and relatecErtiCommsConn threads.

The ExternalCommsConn objects handle two typesasfsages passed to the QC
system, both data availability or “sched” messages QC system control or “command”
messages. Sched messages are specially formav@8ciipt Object Notation (JSON)
messages sent by the ldmp2db ingest process tatedhe availability of new data in

the observation database for real-time QC procgssiime ExternalCommsConn thread
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uses two additional classes, the JSONToProcess@lesniger and Queuelnserter, to
schedule this processing with the process queue.

Command messages, also JSON-based, are useddiglsenoontrol the operation
of the QC system. The JSONToQueueCommand clasedto set what are essentially
Boolean switches monitored by other objects anekills. These switches control the
starting and stopping of QC processing and alsodtreading and re-initialization of
configuration files.

Running in the same thread pool as the Externat@siostener are multiple
QueueProcessor threads, one each for real-timelyhdaily, and monthly QC. All of
the threads are objects of the same class butlibkavior is determined by a parameter
set by QaStartup. With some helper classes, eaehéProcessor monitors the system’s
processing queue for data scheduled for its speQifi type. As Figure 6-21 shows, the

QueueProcessor sets off a Sequencer thread fonsaiber of the queue available for

processing.
T»( >« )
‘ ( Sequencer ) — ===
QueueProcessor 4( Sequencer D\
‘ ( Sequencer » — 0 —.
Cached Thread Pool ——_ %

Figure 6-21. QueueProcessor thread.

Because the number of members in the processiegegquan quickly build up, the
gueue is implemented as a local MySQL (Sun 200&)bdase, which consists of just two

tables. One contains the QC type (real-time, &adoe run and the time for which it is to
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be executed. The other holds the network sitewfach the QC should be processed.
Implementing the queue on a disk-based databasas/er memory allows the queue to
survive system shutdowns.

The Sequencer threads, shown in Figure 6-22, @ tosactually kickoff
individual algorithms like those in Figure 6-18h& Sequencer works with the system’s
XMLManager and associated classes, which manage-Kded configuration files, to
determine the appropriate order of algorithm exeout The Sequencer steps through
what are known as SequenceGroups and Sequencefdamémre XML.

SequenceGroups essentially correspond to the nechitems in Figure 6-18.

CM—{ SequenceGroup J—{ SequenceGroup ]

SequenceElement QaAlgorit SequenceElement QaAlgorit
SequenceElement QaAlgorit SequenceElement QaAlgorit|
SequenceElement QaAlgorit SequenceElement QaAlgorit|

Cached Thread Pool Cached Thread Pool

Figure 6-22. Sequencer threads.

For each SequenceGroup, the Sequencer adds theddacead pool the
appropriate QaAlgorithni$defined by SequenceElements in the XML. Eachrityo
in the group is allowed to run simultaneously, #me Sequencer waits for each to
complete before stepping to the next SequenceGrBaped on the results of each

completed algorithm, a QaFlagAndStatusSetter olfjent the data access library is used

% These, too, should be more appropriately namedgacithms.
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to set flags in the observation database. Andatlaess handles any modified QC values.
When all SequenceElements in each SequenceGroefbleawn exhausted, the Sequencer
then sets a status indicator in the observatioabdae to mark a particular observation as
having completed a particular type of QC.

Individual QC algorithms are all designed to impérhan author-developed Java
interface, QaAlgorithm, so that they can all beestpd to behave in a uniform manner in
terms of how they are initialized & executed andeirms of how they return flags and
modified data. Upon initialization, each algoritigprovided details about the site(s)
and variables for which it is executing. Each hilisaccess to the observation database
via the data access library, which allows the atgor to retrieve all data needed for
execution. Figure 6-23 gives a flowchart for aresgntative algorithm.

While all of the processing threads are runningyaber of QC staging threads
known collectively as “chainers” are also executifidnese threads are shown as KYMN-
RealtimeToHourly, -HourlyToDaily, and -DailyToMorithin Figure 6-19. Because of
the way the Mesonet retrieves its data (Sectiohif.@mporal order, the measurements
for a particular observation can be seen as satfirg chain of events shown in Figure

6-24 that continues until all QC processing stegpgehbeen run.
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..-:..- Realtime QC n..‘@l..‘@l..i@

Figure 6-24. Conceptual drawing of the Mesoned datin.

The “chainer” threads are used to populate thep@Cessing queue for each QC
type other than real-time. For example, the RealfioHourly chainer constantfy
monitors the status flag of all observations indabservation database to determine
which ones have completed real-time QC. Becauteata known to only be collected
and subsequently processed by the QC system irotahgrder, as soon as the first
observation for, say, the second hour of the daychanpleted real-time QC, the chainer
knows it can schedule hourly QC for the day’s firsur.

Several references to the data access librarytendbservation database have
been made in describing the automated QC systethegsre critical to its operation.
Some major components of the Java-based Mesoreadegss library were developed
specifically to support the QC system. Since camtstreation and destruction of
connections to the observation database by indaidigorithms would be too
computationally expensive, classes in the datasadderary were created to manage a
pool of connections which are shared among thredtle. PerThreadDataCon class is
used to establish and manage database connetititg observation database from a
connection resource pool, coded by the authorgusiconnection-per-thread

implementation model. For the description of tlass, it is important to remember that a

% The period between executions is based on thedfypeainer.
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thread may consist of multiple objects that reqdatabase access, but since they are
running in the same thread they cannot simultarig@aesess it.

Given the modular nature of application prograngrfor the Mesonet, the data
access library must allow any Java object to retp@sess to the observation database.
Furthermore, having the initial Runnable objecaitihread establish a database
connection and pass it to subsequently createdtshjeould break modularity. This
creates an impasse where database transactioosreerned, as a transaction can only
be wrapped around database queries made on theceamection. PerThreadDataConn
alleviates this impasse by using ThreadLocal caoirto ensure that the sadetabase
connection is used by all objects running in addreeven if those objects have no
knowledge of each other. This allows the initiainRable object in a thread to wrap in a
single transaction all queries made by the objécteates — even if it has no direct
knowledge of those queries — and to rollback theeklshould an Exception occur.

Speaking of Java Exceptions, because of thearitimture of the automated QC
system and its position in the network dataflovihust error handling and logging
features were included in the design. Error hawgdihechanisms are coded to keep the
system running in the event of disconnects or didikires. The logs produced by the
system are monitored by the availability assuraneehanisms discussed in Section 6.8

and Mesonet personnel are notified of any unexpeaters.



CHAPTER 7.GIS DEVELOPMENT

While the initial Kentucky Mesonet website and dataess methods reviewed
thus far are interactive, they lack graphical spatiteraction in terms of user-defined
visualization domains, base maps, and data layevgectify this, the author has
developed or assisted in the development of segeraraphic information system
(GIS)-based interactive visualization tools, twondfich are in use operationally and a
third whose development was being finalized attithe of this writing. As GIS courses
have been an important part of the author’s degweg, in addition to his core courses
and research, and as the developed systems argartant contribution to the Mesonet,

each of them is reviewed in this chapter.

7.1 KEMAP & Kentucky Weather Mapping application

The Kentucky Event Mapping and Analysis Portal (K&R) and the related
Kentucky Weather Mapping application (KY DGI 20089awere the low hanging fruit,
So to speak, in the development of GIS tools fosdfet data display, as the Kentucky
Division of Geographic Information (DGI) developledse services and hosts the

applications.
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7.1.1 General overview

Available online and now based on Adobe’s FlasthEex technology (Adobe
2010), KEMAP allows critical state government agesado display Mesonet data
alongside layers representing critical infrastruetiguch as oil & gas pipelines and
electric utility transmission information. This miage of critical information promises
to be invaluable to KEMAP users, which include Kentucky National Guard,
Emergency Management, State Police, Homeland $gcand other entities.

A similar public tool, the Kentucky Weather Mappiapgplication, has been
stripped of KEMAP'’s restricted datasets but stitludes many useful layers such as
political boundaries, transportation, topograpmg aerial photography. In addition to
Mesonet weather data, the application includesddatiWeather Service radar data &
severe weather information, traffic webcams frowaaety of applications, and
Kentucky 511 road condition and construction alerts

The public application is available on-line at bitp/geonet.ky.gov/kyweather/
and allows for selection of displayable layers arfdw geoprocessing tools from a
graphical menu. Mesonet sites are symbolized eyMbasonet logo and their data are
displayable in list format upon a “mouseover” of fbgo. Figure 7-1 is a screenshot
from this application showing Mesonet data overaag@hotography, which is part of

DGI's Commonwealth Map dataset (KY DGI 2009c).
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Figure 7-1 Mesonet data in the k Division of Geographic Information's Kentuc
Weather Mapping application. Site (QKSD) showB imiles south of Jackson, KY
Breathitt County (KY DGI 2009b).

7.1.2 Technical overvie

As previously mentioned, DGI did the majority oétheavy lifting for hese
applications and hosts them on state governmematgeeweb and GIS server platforn
Though KEMAP has lonexisted as an ArcIMS (ESRI 2008pplication, users are bei
migrated to a new version based on ArcGIS Servérfaobe Flash/Fx technoloies.
Weather data arenly available in this new version of KEMAP and tkentucky
Weather Mapping application exists solely as a Rlgplication. Initial applicatio
design by DGI was based largely on E-provided templates supplied by t
unfortunatéy named company Weather Underground, Mesonet data are provided
DGl via an authodevelope(PHP applicatiofPHP Group 2009) in an XM-based
GeoRSSGeoRSS 201Cformat, which is described in Section 6.GI connects to thi

utility via an HTTP request once every - minutes then r&osts the XML data on ii
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own server. Its Flex applications are designeactiess, decode, and display these

GeoRSS-based data.

7.1.3 Possible improvements

As far as Mesonet data are concerned, the mosfisagrt possible improvement to
KEMAP and its related public application would be direct plotting of observation
values on the map rather than solely in the suminaxydisplayed upon mouseover. As
the Mesonet is only responsible for the GeoRSS, filseaigh, modifying these two

applications to include this capability will haveelie the responsibility of DGI.

7.2 ArcGIS Engine & Objects application

To support spatially-based inspection of both cureand archived data by

internal Mesonet personnel, a custom desktop agipit based on ArcGIS Engine &

Objects technologies (ESRI 2009a, b) called thenf¢ Data Viewer” (SDV) was

developed. That application is described below.

7.2.1 General overview

The SDV application allows for the display of Meast observational data over a

set of both locally-stored and on-line base mdpxal map layers consist of:

(i) county & state outlines and county name annotations
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(i)  hydrography polygons;

(i) boundary between Eastern & Central time zones;

(iv) populated places data & corporate boundaries;

(v) transportation data, including local & state roddss. highways, Kentucky
parkways, interstates, and active railroads;

(vi) National Weather Service county warning areas aadrforecast Center
basin IDs;

(vii) and elevation and hillshade data.

Remote mapping data, provided by the Kentucky Dovi®f Geographic Information’s
Commonwealth Map (KY DGI 2009c), provides a wealtladditional layers including
hospital, school, and other structure points; landc; and orthophotography.

Figure 7-2 depicts the user interface for the SDAap navigation and simple
measurement utilities are provided in the toolldam¢hile map layers are selectable from
the table of contents (2). Selection of observatimes and variables are via the list
boxes in (3) and (4). Control of text and statisarker size and the amount of rounding
applied to the data are available from controlsit&ugh (9). The “Arrows” checkbox
(10) allows for the display of wind direction arreywhile the “Latest” checkbox (11)
overrides the time from (3) and displays the latlegt for each Mesonet site. Finally, the
buttons in (12) allow for the user to step throtigie in predefined increments. The
latitude and longitude of the mouse pointer aregiwn a text dialog (13), while data
timestamp(s) are provided in (14). Mesonet dataatso exportable by right clicking

their table of contents entry in (2).
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K¥ Mesonet Simple Data Viewer - v0.1 - 3 Nov 2009
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Figure 7-2. ArcEngine & Object-based "Simple Data Viewer" applicati
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7.2.2 Technical overvie

The SDV application was built using ESRI's ArcGI8dine 9.3.1 (ESRI 2009;
for Java (Sun 2010) which is based on its ArcOBjsoftware (ESRI 2009b) cqponent
libraries —-the same components that are the foundation éfredb1S products. Th
Eclipse (Eclipse 2009a) integrated developmentrenmient (IDE), which is shown |
Figure 7-3 was used to design and e the application. Graphical design was aide
the Visual Editor (Eclipse 2009b) plugin for Eclgpsvhich allowed for straightforwal
layout and “wiring” of native Java Swing componeétsontrols and ArcObjects m-
related controls exposed as Javans. Java Beans are reusable software compa

designed for easy manipulation in tools like th&l&nd Visual Edito

& Java EE - simpleDataViewer/src/org/kymesonet/simpledataviewer/MapPaneljava - Eclipse Platform NEET
Fle Edit Source Refactor Mavigate Search Project Data ArcGIS Run Window Help
|9 - -0 -%-|B-6-|®e -] @[3 (] -Gl e - 75 [7® 1eva e
| ® mlkiG&-]s =- & Flex Develop...
[} Project Explorer 53 = B|( 1) mappanel java 32 = B[ 5% outine 52 =B
S IE =y B R e~
@ Arowap = - B9 MapPanel
A Frontpage i WAPNAME LT
@ MkeGrogan o IE; &
52 MXDView i
)
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= MDVeweray ESRITOCControl ESRI MapControl
425 smpleDataviewer
25 o
B (default package)
k
ner I
iner.java JAVVATTING USER INPUT]
B B
il [»
urc // layer for the Mesonet and we can proceed. |&|0
-
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GroupLayer glLayer = (GroupLayer) layer; B QEtTOCPopUP
for (int 3=0; j < glayer.getCount(); Jj++) @ new Actio
4 G new Actio
rrrrrrrrrrrrrrrrrrrrrrrrrr = - i b m D m e
Al | 3 4] | 3
[Z. Problems fi.‘ Tasks fﬂ Properties fé?A Servers (Eﬁ Data Source Explorer f‘u Snippets f‘&g JavaBeans 1% &0 g7 508
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&3] mapNameLabel-"MAP NAME™ [
E[] mapBean
~®% onAfterDraw
4 [ e =l
[fui 1) org kymesonet. simpledataviewer. MapPanel java - simpleDataliewer fsrc |

Figure 7-3 Eclipse Integrated Development Environment (Bdig00a).
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Following object-oriented (OO) coding practicé® aipplication was designed
modularly using multiple classes, each with its a@mi-independent functionality. The
application’s main class, SDVFrame, creates thaeriagiout for the application and also
handles all user input from the interfaces in Fegth2, except for the map toolbar (1) and
table of contents (2), which are handled by ArcOtgi¢ESRI 2009b) controls. The
application’s MapPanel class is used to encapsalbateap functionality and is built
from a number of ArcObjects controls exposed as Beans. The DataRetriever class,
unsurprisingly, is used to actually retrieve Medaeservational data. Finally, a
convenience class called the CommandArgumentsCmantaerves as an application-
wide container of command-line arguments supplibdmthe application is started
which, admittedly, probably breaks a bit from t@® programming philosophy. A
number of other Mesonet-developed Java code paskewa various libraries are used
in the SDV, including packages related to errordtiag, general formatting utilities, unit
conversions, meteorological calculations, and time.

Data for the SDV are retrieved from the Mesondb waerver via the
DataRetriever class. Using separate but simildeco that used to populate KEMAP in
Section 7.1, the server returns an XML-based dasy avhich is parsed by the class.
Unlike the data for KEMAP, the XML data returned the SDV include a number of
diagnostic variables such as battery voltage ashoba flag, which is used to indicate the
presence of Mesonet technicians at a particular sit

Though the application may be used cross-platfaminstallation program was
created for the Windows (Microsoft 2007) platforma the Launch4J utility (Kowal

2008). While this helps streamline the installafowocess for the SDV, it is critical to
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note that the ArcGIS Engine 9.3.1 (ESRI 2009a) Ramfor Java (Sun 2010) and

Windows (Microsoft 2007) must be installed befdre SDV can be used.

7.2.3 Technical details

To begin the development process, the ArcGIS EngiBeéoftware Development
Kit (SDK) for the Java Platform on Windows was aild. A license for the kit was
obtained through the ESRI Enterprise Developer WMetwo which the author subscribes
via authorization available to Western Kentuckywénsity through a state higher
education licensing agreement. Along with Arc®i&ktop applications on the author’s
computer, the SDK was then updated to version 9.B.brder to use the SDK in the
Eclipse IDE, the Visual Editor plugin was then aikd.

There are a few interesting SDV design decisiortsgblight. First, upon startup,
the SDV is designed to consume a license at th¥idvelevel using whatever license
manager is setup on the local PC. This allowd/fesonet personnel to use the existing
WKU GIS license server instead of licensing induadinstances of the ArcGIS Engine
Runtime. After retrieving data in XML format frothe Mesonet server, the
DataRetriever class creates an in menpmiynt Feature Class via an ArcObjects
InMemoryWorkspaceFactory; observational data arasattributes to the points, which
are created from latitude/longitude data of Mesaites.

The MapPanel’s updateMesonetLabels method is wsgghtbolize the numerical
observation values and has to include a kludgewtalle missing data, as null values are
not allowed in an ESRI point Feature Class. Ththowalso includes a workaround for

zero-sized labels, which are apparently not alloimeircObjects; they are converted to
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fully transparent labels instead. Code is alstuohed to convert from the Mesonet’'s
standard units to English units.

To symbolize wind directional arrows the updateMetiarkers method utilizes
a UnigueValueRenderer combined with rotation efféstdraw markers. When wind
arrows are not being displayed, a SimpleRendengsasd to draw a basic circle denoting
site location. The method includes a similar wookad as above but for zero-sized
symbols.

Finally, as the displayed map may be in a variéfyrojections, map coordinates
determined using the onMouseMove event dispatatoed fhe map control are projected
dynamically during mouse motion into NAD1983 gequinia coordinates before they are

displayed in the application.

7.2.4 Possible improvements

Improvements to the SDV may be realized by impletaigon of a better
asynchronous event dispatching mechanism, couplbdavdata or map loading progress
bar, which would solve some problems with perceivedzing of the application in its
current form. Additionally, the interface could mdified to allow for the selection of
data display units rather than forcing an Englishydisplay. Finally, full

implementation of image export functionality shobkladded.
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7.3 Interactive web data display

Intended to add map-based interactivity to the Meswebsite and replace the
GEMPAK product generation described in Section &rtbArcGIS Server application
was developed based on Adobe’s Flash and Flex @&6t0) technology and ESRI’s
application programming interface (API) for Flex§[El 2009c, d). At the time of this
writing, the tool was being tested and incorporaigd the Mesonet’s public website but
was not yet fully implemented there. While somardes are likely before operational
release, the utility’s underpinnings should rentamsame and are, therefore, described

below.

7.3.1 General overview

This Flex-based GIS application allows public daars to quickly visualize and
explore the majority of current network data overaaety of base maps, including
custom Mesonet layers, street maps, and aerialangagis the user moves the mouse
over plots of data on the map, shown in Figure thd application’s “blue box” (1) is
populated with data from individual sites positidnender the mouse cursor. In addition
to using a mouse scroll wheel or a rubber-band zboxn(shift key + left mouse button),
users can zoom the map in or out using the slidetral shown in (2). The variable
plotted on the map is user-selectable via the afdyttons shown in (3). Finally, the
user can switch between base map types — suclsi@s $teeet, and imagery — with the

buttons in (4).
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For the majority of data types a simple numericdue is displayed. Howeve
for wind data, a numerical plot of the speed igialong with a wind vector, which
drawn parallel and in proportion to the wind atleparticularsite. Data are not plotte
on the map if they are older than 30 minutes. et a simple diamond marker sym
is drawn in their place, though they are still shawthe blue box, which changes
background to red. No data older than « hour areshown there. Data are automatici

refreshed once per mint

Warren County .
Bowling Green 5 5 5 4.uF Wind Speed
— T (mph)
Humidity ~ 61% 8:45 pm CST
Precipitation: 0in. (since 124AM) 8:45 pm
Wind: SSW at 13 mph [TI w [ m ] .4_
PR =
"'—-j
rﬂnkﬁ::rt {I
1> o
'\ \ e ™
\ e 9\ by
'NashWIIB
FOWERED BY
ESRI
3 | —»|{Temps| High | Low |Precip| Wind |5. Rad.| Humidity| Dewpt. Chill
I L 1

Figure 7-4 Flash and Fle-based interactive data mapping applica
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7.3.2 Technical overview

The interactive web mapping program was developetthe Adobe Flex (Adobe
2010) platform, which allows for consistent appiica deployment across disparate
platforms, be they different browsers, operatingiays, etc., by creating applications
“playable” in Adobe’s Flash player. ESRI providefreely available APl (ESRI 2009c¢)
for the Flex platform which allows for the accessl aavigation of a variety of remote
map services such as those hosted on an ArcGI®IS&8RI 2009d). However, the
Flex development environment is not free, thouglol#aprovides it at no charge to
faculty, staff, and students of academic instituica Flex license was obtained through
this program.

The Flex development environment is based on ttpdeclDE (Eclipse 2009a),
the same development tool used to create the JmedSimple Data Viewer application
in Section 7.2. Instead of Java, however, Fldbased on the ActionScript language and
the*®*Macromedia (MXML) markup language, a conveniencgjlsge whose commands
are eventually converted to ActionScript. Thoughthe same, the ActionScript
language is very similar to Java with some syntattlifferences. Coding in
ActionScript “feels” very much like coding in Java.

An object-oriented approach was used to desigrcadd the Flex application.
The main application component, FrontPage.mxmghtishes the layout for the
application and ultimately controls, via dispatcleeents, interaction between the map,
the blue data box, and the buttons used to selepped data type. It also requests and

handles observational data from Mesonet servenshvdie returned in XML form. The

% Flash technology was purchased from Macromediadnpbe.
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BlueBox.mxml component creates and handles, ngtisurgly, the blu-colored
individual station data display, while MapE.mxml implements the actual interacti
mapping controls. A utility class, WindVector&eator.as (.as = ActionScript) is us
to create vectors for the wind display. Some E-supplied code is used to draw -
arrowheads on the vectors. Coordinatnslator.as is a utility class used to con
between a screen coordinate system with origindbasthe uppe-left-hand corner an
an origin centered on the middle of the applicatoree.

To satisfy certain requiremts for an independent study coyraéasic tilec
mapping service was created on an a-administered ArcGIS 9.3.1 Server (ES
2009d) for Linux (CentOS 2008) installation. Aeenshot showing output from tt

service within the application is givenFigure 7-5.

Barren County — <
Glasgow 11 W 620F Wind Spee
Dewpoint  30°F (mph)

Humidity: ~ 30%
Precipitation: 0 in. (since 12AM) 4:15 pm
Wind: 3E at 7 mph

4:15 pm CST

Tempsl Highl Low lPrecipl Wind 15. Rad.LHumidit\r‘ Dewpt. l Chill

Figure 7-5. Authoecreated tiled mapping service consumed by Flexiegmn
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The tiled mapping service was setup on an authotraltled development box in
the main Mesonet office. To utilize Mesonet-crdatase mapping layers on the
operational website, an ArcGIS Server instancena#d to be installed on operational
Mesonet servers. At the time of this writing, basaps freely available to non-

commercial users from ESRI's ArcGIS Online serviaese being utilized.

7.3.3 Technical details

While the majority of Flex code authored for thelgation was straightforward,
two classes proved to be an interesting challefige WindVectorGenerator.as and
CoordinateTranslator.as classes used in the drasfingnd vectors step through a
potential mine field of coordinate transformatiofiem map coordinates to screen
coordinates to a regular Cartesian coordinate syst#h origin at center screen to
geophysical coordinates and back again!

As the Mesonet utilizes only Linux operating syssefor its operational servers,
the author chose to install ArcGIS Server for Linwkich is coded in Java. This was a
painstaking process that included not only instiaitaof base Server 9.3 applications but
also patching and updating of those applicationsdrk with RedHat Linux 53
(RedHat 2008) at the ArcGIS 9.3.1 release level.

To create the tiled mapping service, mapping datblayers were first added to
and symbolized in an ArcGIS Desktop MXD file on andbws machine (Figure 7-6). A

Kentucky state outline, outlines of other statesinty name annotations, roads, city

2" Note: CentOS Linux is a binary-identical derivatiof RedHat Linux. ArcGIS Server installation was
performed on a CentOS machine.
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borders, and county polygons were all added toglesidata frame in the MXD, who
full extent was zoomed slightly out over Kentucky to kdepgerver from having f
create tiles for the entire U.S. In keeping wehent changes to ESRI'’s free onl
basemaps, the custom maps were projected in WG8 ¥oBB MERCATOR
AUXILIARY_SPHERE. Becausthe Windows computer and the Lir-based ArcGIS
Server did not share a common network file systeemMXD files and related data we

manually copied to the Linux machi

% FrontPage.mxd - ArcMap - Arcinfo

gy |

J Fle Edit View Bookmarks Insert Selecton Tools Window Help

S TR e | A =L
=

| sl anlyst < Lover |
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@ |
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oo~k 2|0~ A~ =ffams [0 5| B 7 u|A- &S -]

[ [0 s swnsavems |

Figure 7-6.Map creation fotiled map service. (Source: ESRI (2009¢e) Arch
software).

In the webbased ArcGIS Server Manager application, a new mggervice
(frontpgserver) was then created from those fitesits capabilities were set
“Mapping” and “KML”". A pooled servic was created using tliefault values of
minimum of one instance and a maximum of. As shown in Figure-7, the map

service was then edited to create a cache of respdi a few representative scal
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Though a remote Windov-based ArcCatalog instance can be used to kickel
generatiof’®, it can also be started via Linux shell scriptshie java/tools/cachin
application subdirectory of the ArcGIS Server illataon. In this example, th
ManageMapServeCacheTiles.sh script was executed to create #gwihich, for the

small amount of mapping di, areas, and scales, took only tmutes to execute.

Gare

A L Logged in as 'admin' Sunday, February 21, 2010 1:56:59 PM
. Arc =R |
GIS ‘hari ographic informatior

Home ry ArcGIS Manager

Help | Logout

Manzge Services General | Paramsters | Capabilty | Fooling | Processes
o Publish GIS Resource
& Add New Service

\& Configure Services Handler Draw this map service: ' Dynamically

& use tiles from a cache that you will define below

Applications

o
Origin (x,y) in map units:

GIS Server 0 Load a tiling scheme from gin (x¥) P

Security (4 X: |-2.046909416E7

Y: |3.067249416€E7

Scales:

Image Settings:
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Compression: [0
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Resolution:  [56 dots per inch (DPI)
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Advanced Optiens...
' create tiles on demand
Cache directory:
GIS Server Status R/ Allow clients to cache tiles locally Jusr/local/arcgis/server/serverdir/arcgiscache 7|
Name: dev1.kymesonet.org
Status: Online

Started:  Feb 8, 2010 - 01:59:34 < Previous Save and Restart | Cancel
AM

Messages: view log

Figure 77. ArcGIS Server (ESRI 2009d) méjfe creation

7.3.4 Possible improvemer

There are a number of possible improvements foFt&e mapping application

First, before being deployed operationally, Mes@ushinistrators will define the exe

% The Windows user’s username and password mustdeslazh the Linux machine in ArcGIS Ser
Manager as an administrator.
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look, feel, and functionality they desire from tgplication. In all likelihood the size of
the application will increase and additional dgtzes will be added. Some additional
technical improvements will likely include improvedor handling and more appropriate
scaling of wind vectors.

The biggest area of improvement in the tool, thgugust be the eventual
inclusion of color raster fields based on Mesorseovations. However, Kentucky’s
terrain complicates the accurate creation of snt#rpolated fields and a Mesonet
graduate research assistant is currently analymsgapproaches for solving the
problem. To generate and utilize the rasters oj@lly for current data, an ArcGIS
Server-based image service may be used in conjunaith server-side interpolation
scripts based on ArcObjects. For historical dateArcGIS geoprocessing service may

be used to recreate rasters on demand.



CHAPTER 8.ANCILLARY SYSTEMS

In addition to the core IT and geographic inforratsystems detailed in the
previous two chapters, there are several anciflgsyems that also play important roles in

the operation of the Kentucky Mesonet. Theseewrewed in this brief chapter.

8.1 Version control system

A version control system is used to track and aeclevery modification to the
Kentucky Mesonet codebase, including code usiragniralized computing operations
and on data loggers in the field. Subversion (Aa2010b) is the choice of version
control software for the program. Like some othérallows for all versions of code to
be forever retrievable. Most importantly, its laggfacility (Figure 8-1) can be used by
developers to describe the rationale behind codagds. On Linux servers, Subversion
command line tools are used, while Windows desktsesTortoise SVN (Collabnet

2010). Each of these tools connects to a centidilizerver-based code repository.

=" Log Messages - T:\staging \adminsys\graphs_php\trunk |- [ ] 5

From: |1nfz7fznna =] e IlDfZQ[ZDDS | [2

[ Date [

N 12:49:51, Wednesday, October 29, 2008 Pl

n 12:44:29, Wednesday, October 29, 2008 T

n  20:46:48, Monday, October 27, 2008 Ci

jan  17:15:48, Monday, October 27, 2008 1n graphs_php, initial “safety mmmin';l
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Figure 8-1. Subversion version control systemovhis TortoiseSVN (Collabnet
2010).
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8.2 Time synchronization

As mentioned in Section 3.4.4, time is very impaottfor an observation network.
To keep time across centralized and field systgmeslsonized and highly accurate, the
Mesonet operates a Network Time Protocol (NTP)eserihe NTP daemon program
“sets and maintains the system time of day in ssoraBm with internet standard time
servers” (NTPD 2010). When used properly, the N&Endon can help maintain a
monotonic clock, meaning the time on a server monaggrally forward and is not set
backward during the synchronization process. @myslew, a measure of clock drift, is
adjusted.

NTP operates by exchanging polling messages vistream time servers at
specified intervals. The Mesonet time server polldtiple upstream servers operated by
both the U.S. Naval Observatory and the Nationstitinte of Standards and Technology
(NIST) for time synchronization traceable to NISIhstead of connecting directly to
these upstream servers, other Mesonet serverbeiddeisonet time server as their
upstream source, as is best practice for NTP.

Field data loggers do not use NTP. However, ttlecks are synchronized at
least once per day by LoggerNet, whose time isteotly synchronized to the time

server.
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8.3 Name servers

To provide domain name to IP address resolutiooh(sis www.kymesonet.org to
12.180.242.91), the Mesonet operates multiple DorName System (DNS) lookup
services running on Berkeley Internet Name DomBIND) software (ISC 2010). An
internal BIND instance provides name resolutiowises to internally-networked
systems for both external public and internal gev@omains, such as the
sites.kymesonet.org domain. An externally accés&END instance provides name
resolution for publicly accessible services sucthaspublic website and partner

distribution services.

8.4 Local Data Manger

For some external data exchange functions, sudatasransport from a

NOAAPORT weather data satellite system at Mesoffigies, a Unidata Local Data

Manager service is run. The LDM “is a collectidrcooperating programs that select,

capture, manage, and distribute arbitrary dataymisd (UCAR 2009Db).

8.5 Development hosts

Several development hosts — both in the main Metsoifice and within

centralized computing operations — are maintaieesdn-operational research and
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development use. These hosts allow for R & D arpamtation and code development

without impacting operational systems.

8.6 Virtual servers

Some ancillary systems and a couple of operatione$ are implemented using
VMWare Server, “a hosted virtualization platformthat partitions a physical server into
multiple virtual machines” (VMware 2010). Virtuadition allows for the operation of

multiple hosts, even with different operating syste on one physical server.



CHAPTER 9.NETWORK USE, BENEFITS, AND PARTNERSHIPS

By 1920, meteorological observations were beigylaly taken at more than
200 stations of the U.S. Weather Bureau and by@&@dipe observers around the
country. Even then, as Marvin (1920) notes, tHaevaf such efforts was described as
“incalculable” due to their affects on and benefiiis“the entire people.” To be the most
worthwhile, then, the efforts of a met/climate segsietwork must have benefits for the
people of the area or region it serves. Someeafriany comments received by the
Mesonet from its users and stakeholders indicatekbntucky’s new in situ surface

sensing network is already bringing this kind o &

“I wanted to make you aware of how invaluable trenticky Mesonet data
[have] been during our major winter storm over fhest 36 hours. The wind data
from the Mesonet stations allowed us to providéebdébrecasts and services to
the taxpayers.”

— Meteorologist-in-Charge, National Weather Sexvic

“The first time | saw the Kentucky Mesonet web lskieew we had to find a way
to incorporate this data feed into our applicatioridaving this type of data at the
fingertips of first responders is essential, andking it available to the citizens of
the state is just icing on the cake.”

— Technical manager, Commonwealth of Kentucky gavent

“The Mesonet ... was a TREMENDOUS help during thgH{hvind] event. |
can’'t wait for the day you have all 100+ up and nimg!”

— Warning Coordination Meteorologist, National \Wea Service
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While the information technology infrastructurgporting the network has been
thoroughly discussed in this document, the workedimnbuild it would be pointless
without the end use it facilitates and without plagtnerships it has helped foster. As this
writing nears a close, therefore, this chapter emasthe early benefits of the network to
the public and to operational meteorology, looka abuple of representative research
uses of the network, and closes by touching oraited partnerships that have made the

Mesonet possible.

9.1 Public and operational use

As discussed in Section 6.6, the Kentucky Mesoredtsite is the main, direct
channel by which the general public accesses assinetwork data. Figure 9-1 gives the

number of website visits and viewed pages per month
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Figure 9-1. Kentucky Mesonet website visits (linafl viewed pages (bar) by month.



178

Website usage is certainly on the rise, as 2.2anibf the total 7.6 million
viewed pages occurred in the four month periodrenéiebruary 2010. Over thirty
percent of the site’s half million plus visits oced in that same period. A visitis
defined as a single, user-initiated web sessiorchvitiay consist of multiple viewed
pages and which has been active in the last 30tagnut is important to note that
counted visits do not include content and imagasdre often displayed on third party
websites — even when they are directly served asted on the Mesonet website — nor
do they include visits to the important weatherligagions hosted by the Kentucky
Division of Geographic Information (Section 7.1he Webalizer (Barrett 2009) log file
analysis program was used to generate the web gtatiics.

Recognizing the unique ability of broadcast mediestich and benefit the
citizens of Kentucky, the Mesonet maintains datgasagreements with television
stations in multiple broadcast markets, as discuss&ections 6.5 and 6.7. Figure 9-2

shows a typical way in which network data are shtaasers by the broadcast media.

whbko.com

97/ LY JAALERT CURRENT TEMPERATURES _

Leltchfield 3 W . 21

Campbelisville 7 W

Columbla 3 N

21 Giagwjo_iw 2 0

? 2 O Bowling Green 6 S Edmonton 5 W '
Hopkinsville 6 N Rus%‘g o 2 O 24 Agnﬁ ]

Scottsville 2 W Burkesville 3 W

Figure 9-2. Kentucky Mesonet data as shown byadwast weather display system.
(Source: WBKO Television, Bowling Green).
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As evidenced by the quotes which opened this enaptcritical way in which
network data are utilized to benefit the publithiough their use by the National
Weather Service (NWS). As discussed in Sectionlécal NWS offices serving
Kentucky have access to a specialized Mesoneffeatiband can display network data
directly in their principal workstation, the AdvaettWeather Interactive Processing

System (AWIPS), as shown in Figure 9-3.

T ETLLATS
ol Aty
T QTR NG
=] PO dnre e
e A LS

QI'F_‘_ anﬁ

Figure 9-3. Kentucky Mesonet data in the NWS AWI®me data from other
networks are shown in surrounding states. Alldng data plot in Kentucky is from the
Mesonet. (Source: NWS Jackson, KY).

Widespread usage of network data by NWS persoramebe seen in the direct
references to the network in official NWS produatsl bulletins, including those related

to routine forecasting and alerting operationsshasvn in Figure 9-4 through Figure 9-7.
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000
FXUS63 KPAH 091732 AAA
AFDPAH

AREA FORECAST DI SCUSSI ON
NATI ONAL WEATHER SERVI CE PADUCAH KY
1130 AM CST WED DEC 9 2009

. UPDATED. . .
FOR 18Z AVI ATI ON
&&

. DI SCUSSI ON. . .

STRONG SURFACE LOW PRESSURE WAS CENTERED OVER WEST CENTRAL | LLINO S
AT 06Z. THI'S LONW LL CONTI NUE TO DEEPEN TO AROUND 975 MB BY THE
TIME | T REACHES NORTHERN LONER M CHI GAN THI S AFTERNOON. AS ONE M GHT
EXPECT WTH SUCH A POAERFUL STORM .. A Tl GHT PRESSURE GRADI ENT EXI STS
OVER A WDE AREA OF THE EASTERN U.S. AND SE CANADA.

MAI N FORECAST CONCERN REMAI NS STRONG W NDS TODAY. LOW LEVEL LAPSE
RATES QUI CKLY STEEPENED AROUND 06Z AS COLD ADVECTI ON COMMVENCED. THI S
ALLOVED STRONGER W NDS TO REACH THE SURFACE...AS H GH AS 45 MPH AT A
NEW KENTUCKY MESONET SI TE I N FULTON COUNTY. VERY | MPRESSI VE M XI NG

000
FXUS63 KLMK 111732
AFDLMK

AREA FORECAST DI SCUSSI ON
NATI ONAL WEATHER SERVI CE LOUI SVI LLE KY
1232 PM EST THU FEB 11 2010

... UPDATED AVI ATI ON DI SCUSSI ON. . .
... FORECAST UPDATE. ..

H GH PRESSURE NOW | S CENTERED OVER THE M D MS RI VER VALLEY AND W LL
CONTI NUE TO DRI FT EAST

SKIES WLL BE PARTLY CLOUDY TONI GHT W TH NEARLY CALM W NDS. WENT
BELOW GUI DANCE FOR LOAS OVER THE SNOWPACK. AT 0730Z TH' S MORNI NG
UNDER THE CLOUDS THE KENTUCKY MESONET SI TE | N WARREN COUNTY WAS
REPORTI NG 25 DEGREES. .. WH LE RI GHAT NEXT DOOR I N LOGAN COUNTY WHERE
SKI ES WERE CLEAR THE KENTUCKY MESONET SI TE WAS REPORTI NG 16.

Figure 9-4. Kentucky Mesonet references in NWSaAferecast Discussions, truncated
to emphasize Mesonet references.



000
WEUS83 KPAH 050019
FLSPAH

FLOOD ADVI SORY
NATI ONAL WEATHER SERVI CE PADUCAH KY
719 PM CDT SAT JUL 4 2009

KYC035-047-221- 050315-

/ O. NEW KPAH. FA. Y. 0046. 090705T0019Z- 090705T03152/

/ 00000. N. ER. 000000T0000Z. 000000T0000Z. 000000T0000Z. O¥
CHRI STI AN KY- TRI GG KY- CALLOVMAY KY-

719 PM CDT SAT JUL 4 2009

THE NATI ONAL WEATHER SERVI CE | N PADUCAH HAS | SSUED AN

* URBAN AND SMALL STREAM FLOCD ADVI SORY FOR. ..
CHRI STI AN COUNTY | N SOUTH CENTRAL KENTUCKY. . .
CALLOMAY COUNTY | N WESTERN KENTUCKY. . .

TRI GG COUNTY | N VESTERN KENTUCKY. . .

* UNTIL 1015 PM CDT.

* AT 712 PM CDT THUNDERSTORMS W TH VERY HEAVY RAI N WERE MOVI NG EAST
ACROSS EASTERN TRI GG AND CHRI STI AN COUNTY. .. AS WELL AS | NTO WESTERN
CALLOMAY COUNTY. RADAR ESTI MATED RAI NFALL I N EXCESS OF 2 | NCHES HAD
FALLEN I N NORTHWEST TRI GG COUNTY I N THE LAST HOUR. THE KENTUCKY
MESONET SI TE AT MURRAY MEASURED 1. 33 | NCHES OF RAI NFALL I N THE LAST
HOUR VHI LE 1. 04 WAS MEASURED AT MESONET SI TE JUST NORTH OF

HOPKI NSVI LLE.

HEAVY RAI NFALL W LL CONTI NUE ACRCSS MUCH OF CALLOWAY. .. TRI GG AND
CHRI STI AN COUNTI ES THROUGH ABOUT 9 PM W TH FLOCDI NG OF SVALL STREAMS
AND LOW LYI NG AREAS.

PRECAUTI ONARY/ PREPAREDNESS ACTI ONS. . .

DO NOT DRI VE YOUR VEHI CLE | NTO AREAS WHERE THE WATER COVERS THE
ROADWAY. THE WATER DEPTH MAY BE TOO GREAT TO ALLOW YOUR CAR TO CRCSS
SAFELY. MOVE TO HI GHER GROUND.

&&

LAT. .. LON 3676 8814 3676 8812 3687 8816 3698 8771
3711 8765 3710 8751 3712 8735 3703 8728
3694 8733 3667 8736 3668 8809 3658 8806
3651 8807 3650 8849 3675 8848

$$
SHANKLI N

Figure 9-5. Kentucky Mesonet data referenced iN@/S Flood Advisory.
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000

WJUS53 KPAH 242106

SVRPAH

KYC047-059- 107-149-177- 242145-

/ O. NEW KPAH. SV. W 0027. 100424T2106Z- 100424721452/

BULLETI N - EAS ACTI VATI ON REQUESTED
SEVERE THUNDERSTORM WARNI NG

NATI ONAL WEATHER SERVI CE PADUCAH KY
406 PM CDT SAT APR 24 2010

THE NATI ONAL WEATHER SERVI CE | N PADUCAH HAS | SSUED A

* SEVERE THUNDERSTORM WARNI NG FCR. . .
NORTH CENTRAL CHRI STI AN COUNTY | N WESTERN KENTUCKY. . .
DAVI ESS COUNTY | N WESTERN KENTUCKY. . .
EASTERN HOPKI NS COUNTY | N WESTERN KENTUCKY. . .
MCLEAN COUNTY | N WESTERN KENTUCKY. . .
NORTHERN MUHLENBERG COUNTY | N WESTERN KENTUCKY. . .

* UNTIL 445 PM CDT.

* AT 401 PM CDT. .. TRAI NED WEATHER SPOTTERS REPCRTED A LI NE OF SEVERE
THUNDERSTORMS CAPABLE OF PRODUCI NG DAMAG NG W NDS | N EXCESS OF 60
MPH. THESE STORMS WERE LOCATED ALONG A LI NE EXTENDI NG FROM CALHOUN
TO MORTONS GAP. .. OR ALONG A LI NE EXTENDI NG FROM CALHOUN TO 8 M LES
SOUTH OF MADI SONVI LLE. . . AND MOVI NG NORTHEAST AT 70 MPH. THE
KENTUCKY MESONET REPORTI NG STATI ON REPORTED 62 MPH AT 4 PM CDT.

* LOCATI ONS I N THE WARNI NG | NCLUDE. . .
MORTONS GAP. . .
NORTONVI LLE. . .
GRAHAM . .
CALHQOUN. . .
CENTRAL CITY. ..
LI VERMORE. . .
MASONVI LLE. . .
KNOTTSVI LLE. . .

DAMAG NG WNDS UP TO 62 MPH WERE REPORTED 4 M LES SOUTHWEST OF
MADI SONVI LLE WTH THI S STORM

PRECAUT| ONARY/ PREPAREDNESS ACTI ONS. . .

A TORNADO WATCH REMAI NS | N EFFECT UNTIL 900 PM CDT SATURDAY EVEN NG
FOR SCUTHERN | LLI NO S AND SOUTHWEST | NDI ANA AND WESTERN KENTUCKY.

&&

LAT. .. LON 3763 8690 3763 8696 3756 8704 3748 8711

3737 8710 3737 8704 3731 8699 3711 8755

3764 8731 3786 8691 3783 8691 3784 8686

3783 8685
TIME. .. MOT...LCC 2105Z 222DEG 61KT 3763 8726 3727 8743
WND. ..HAI L 60MPH <1. 00l N

Figure 9-6. Kentucky Mesonet wind data referenoegh NWS Severe Thunderstorm
Warning.
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000

NWUS53 KLMK 091623
LSRLIWK

PRELI M NARY LOCAL STORM REPCRT
NATI ONAL WEATHER SERVI CE LOUI SVI LLE KY
1122 AM EST WED DEC 09 2009

.. TINE. . ... EVENT. .. ...CITY LOCATION. .. ... LAT. LON. ..

.. DATE. . ... MAG ... .. COUNTY LOCATION.. ST.. ...SOURCE. ...
.. REMARKS. .

1120 AM NON- TSTM WAD GST 3 N HARRODSBURG 37.81N 84. 85W

12/ 09/ 2009 M6 MPH MERCER KY  MESONET

&&

EVENT NUMBER LMK0900207

$$

cMe

Figure 9-7. Very strong gradient winds at the Megt®ite in Mercer County referenced
in an NWS Local Storm Report.

9.2 Research use

As a heavy user of Mesonet data operationallyNM&S also has a strong interest
in using network data for research purposes to @@mpacts on and processes of
mesoscale meteorology. A currently ongoing stueindp conducted jointly by the NWS
office in Jackson, KY and the Kentucky Climate @&ent including the author — is using
both Mesonet and Automated Surface Observing SyGA&®S) data to better
understand the setup and destruction of ridgeAvédimperature splits during which
valley locations quickly decouple near nightfaliftwtheir temperatures plummeting

compared to their ridge top counterparts. Figu8ahd Figure 9-9, both from Grogan et
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al. (2010), illustrate an occurrence of a signffitcsplit on 26-27 December 2008, when

the ridge top was as much as 13°C (23°F) wathser the valley.

ation (ft) . . <

m ..  Surface Station Elevation ﬁ%
[ — Kentucky Mesonet (QKSD) & Jackson ASOS (KJKL) K.

State Highways

Figure 9-8. Elevation difference between JackBONASOS (KJKL) and Kentucky
Mesonet station (QKSD) in Breathitt County. (Groga al. 2010).

Kentucky Mesonet (QKSD) and NWS ASOS Stations at Jackson, KY
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Figure 9-9. Ridge (ASOS) / valley (Mesonet) tenapere split of 26-27 December 2008.
Times are EST. (Grogan et al. 2010).
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Agriculture is an important part of Kentucky’s ecomy and meteorological da
can be critical to farmers and growers. Mesontt,dherefore, are pvided to both the
University ofKentucky Agricultural Weather Center and the FusarHead Bligh
Prediction Center (FHBP(—a cooperative effort between Penn State, Ohio £
Kansas State, Purdue, North Dakota State, and $xakbta State universiti— for use
in researchig and operating predictive models of crop diseiFigure 910 shows use of

Kentucky Mesonet data in the FHBPC’s Risk Assessmeal.
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Figure 9-10 Fusarium Head Blight Prection Center Risk Assessment To
Kentucky Mesonet sites shown as triangles.
(Sourcehttp:/www.wheatscab.psu.edu/riskTool_2009.ht
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9.3 Key local partnerships

Though admittedly out of scope for a technologyeldahesis, it feels appropriate
that this last section of core content focusesamnesliterally-foundational partnerships
that have made the Kentucky Mesonet possible. r Aftelocal stakeholders have put
trust and faith in the network to fulfill the proseis made to obtain their participation.
The network’s information technology infrastructuneist support the activities that
make fulfilling these promises possible.

Local relationships have been credited for the ssgof the world-renowned
Oklahoma Mesonet, with McPherson et al. (1999)ngptin the mind of a student or
emergency manager, a feeling of ownership in tresdmet weather information has
incalculable results.” Without exception the lordérests and land owners who have
been willing to work with the Kentucky Mesonet tosh stations — often in prime
locations — have done so out of a belief that tbeitributions will have a significant,
positive impact on their local communities.

As described in the network overview, the KentuCkiynate Center formed the
Kentucky Mesonet Consortium with all public univiées in the state to leverage the
value of the network for the benefit of the citizesf Kentucky. While the consortium
has certainly made contributions in terms of lamddiacing stations, a wide array of
other local interests have provided significantsdaace in the locating of Mesonet
sensing stations in areas mostly well suited fogleerm climate monitoring. Figure
9-11 shows the number of sites for which eachllecaty type has aided the location

search and survey process.
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COUNTY

PRIV

KMC+

EM

CES

MUNI

Entity Type

BOE

NRCS

UTIL

STATE

FED

0 2 4 6 8 10 12 14 16 18 20

Number of Site Placements Facilitated per Entity Type

Figure 9-11. Site placement aided by local intste€OUNTY = county gov.; PRIV =
private; KMC+ = KY Mesonet Consortium or other hégled.; EM = emerg. mgr.; CES
= U. of KY Coop. Ext. Svc; MUNI = city gov.; BOE board of ed.; NRCS = Nat'l
Resources Conservation Svc.; UTIL = utility; STA¥Etate gov.; FED = federal gov.
(above & beyond ongoing NWS assistance). Many sitere facilitated by multiple
entities, which are each given “credit” for thaesin the graph.
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Local interests have, in addition to their assisgawith locating prime locations,
been directly involved throughout the planning arsdallation phases of Mesonet sites.
In many cases, such as sites on publicly accedsibiis, local governments or other
entities have participated in a cost share to held erection of a security fence and/or
digging of trenches for power conduits. In somgesaeven when a Mesonet site could
not be located on public land, local governmentc@dis facilitated the siting of a station
on private property. While it executes a siterig® agreement for each station, to date
the Mesonet has had to pay no rental or usagddessy property owner. Figure 9-12

shows the percentage breakdown of Mesonet sitéidmsaby land owner type.

Kentucky Mesonet Sites by Land Owner Type

Utility
State Government 4% Board of Education

8% 11%
Cooperative

Extension Service
4%

County And
Municipal
Government (Joint
Prop.)
Private Entity 4%
29%

County Government
13%

Federal

KY Mesonet
Municipal Consoritum & Other
Government HigherEd.
6% 19%

Figure 9-12. Kentucky Mesonet sites by land owiype. Total sites represented = 53,
including those online, planned, or already unasrstruction.



CHAPTER 10. DISCUSSION AND CONCLUSIONS

With the core elements of the author’s applieéaesh now addressed, this
document turns to a discussion of that work’s dibjes in the context of contributions to
the knowledge of in situ surface network design laegefits to the people of Kentucky.
A look back at some hurdles to achieving thosediyes is then provided, followed by a

look at future work that must occur to improve tigwork.

10.1 Reflection on research goals

By this point, the reader hopefully has a good sessto how well the author’s
research goals have been achieved. This secstates those goals and provides a
contextual discussion of the author’s work towandeaaluation of how well the research

purposes and motivations presented in Chapter & been met.

10.1.1 Increase in quality, original data

The first goal of the last three years’ effort bagn to “significantly increase the
spatial coverage, amount, timeliness, availabiétyd use of originahuality surface
meteorological data in Kentucky.” Figure 1-5 shdtes marked spatial improvement of
research-grade, operational surface network coearagle in the state. Prior to the
deployment of Mesonet stations, there were vagiswhere no research-grade station

was available nearby. Today, there are only aleonfpsmall holes with no research-

189



190

grade station within 20 miles. As the network gsdaward its 100 site goal, coverage
will become even better.

The Mesonet’s computing network and supportingastfucture have made a
substantial contribution to operational and redeaneteorology through handling and
distributing original meteorological and climatoiogl data for Kentucky. As of 28
February 2010, over five million five-minute obsations had been collected by Mesonet
IT systems and the observation database contawerdl®0 million individual
meteorological measurements.

Not only are those measurements being taken, tleeyesing substantial use by
both the public and key operational users. WihgNesonet website distributes data
directly to a significant number of public usets titizens of Kentucky also benefit
from data use by broadcast media during regulasoasts or times of inclement
weather. Local National Weather Service officese@artners in the development of the
network, are prime users of Mesonet data as evatkimctheir official forecast and
advisory products.

Finally, the IT systems and the network in genbeale and will continue to make
contributions to meteorological and meteorologyetetent research. Quantitative
studies of ridge/valley temperature splits in easkentucky are being used to improve
forecast skill for these phenomena, while agricaltuse of the data is contributing to
better predictions of crop disease.

Given the above, it is concluded that the authiinss research objective has been

met.
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10.1.2 Development of IT infrastructure

The second research goal presented in Chapter fowdsvelop the core
information technology systems necessary to sugqmiht mission-critical operational
and research use of the Kentucky Mesonet.” Nimeteee, geographic information
(GIS), and ancillary systems have been developé#ukeitast three years, nearly half of
which could likely form the basis for their own gi® Systems developed range from
core field communications to GIS-based access nmesina to code management
systems.

Most importantly, the systems and methods develapedjuality systems that
have been designed with mission criticality in miraim the start. Some simple statistics
tell a good bit of the story of just how well thasestems have been constructed. For the
12 month period ending 28 February 2010, the uptiwalability percentage — largely
influenced by the site communications method —ayed 99.730%, which is certainly
respectable considering some targets for the “besttt/orks in the emerging National
Network of Networks (NNoN) are around 98% (AASC @R1For the same period, the
Mesonet computing network was accessible and dlai#0.977% of the time and was
unreachable due to outage or maintenance by Mesowetlocation personnel for only
121 minutes.

Given the number of systems developed, the perfoceaf the overall
technology infrastructure, and the fact that aresitve supporting, object-oriented,
modular code base has been developed, it is caettlint the second research objective

has also been achieved.
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10.1.3 Core competencies at the local level

The author’s third research objective was to “slioat core information
technology-related competencies required by a nakioetwork are achievable at the
local level, even with a small staff.” Pushedlbgrcongress, the emerging NNoN will
harness the energy and enthusiasm of state arichieteeorks. While in its final form
the NNoN may provide assistance with some IT-relateeds, the NRC (2009) study and
follow-on meetings stress the importance of locahpetencies in network operation and
design.

As the core systems for the Kentucky Mesonet haes ldesigned, built, and
maintained by only a full-time architect, a studdeveloper, and an on-again/off-again
Application Developer with only minimal universitgvel technical support, the
experiences of the Kentucky Mesonet show that,eddthese core competencies can be
and are available at the local level, even witmalkstaff. Critical to achieving such a
goal, though, is that the local staff possess h legel of dedication and professionalism,
that they share and help develop the vision oh#tevork, and that they take ownership

of their role in it.

10.1.4 An updated perspective

The fourth and final research purpose has beeprtavide in the literature an
updated perspective on building the IT-relatedastfiructure to support a statewide in situ
surface sensing network, especially in the are@®wimunications, data ingest, and

processing systems.” As this document’s literataxgew shows, Kentucky is certainly
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not the first state to endeavor to build such svoet. However, the experiences in
Kentucky do offer an updated perspective and airggleoked to as an example for
other efforts, including by the various Americant®btological Society working groups
charged with providing guidance on the emerging NNo

Of course, it is hoped that this thesis itself Ww#l a positive contribution to the
literature concerning design and operation of asitunnetwork. However, multiple peer-
reviewed papers are being planned from this wodktha Kentucky Mesonet’s IT
experiences have already been widely shared ifotheof multiple conference

presentations and papers.

10.2 Past, current, and future directions

While the intended research goals can be judgédyie been met, in no way
should the IT infrastructure of the Mesonet be agred complete. Realistically, for the
network to grow and change, its infrastructure nzasitinuously grow and change with
it. However, efforts to date place the Mesonetewhere probably between level 4 and
5 of Trenberth et al.’s (2002) surface network pties given in Section 2.4.1. Getting to
this point has not been easy and the bumps expededong the way have certainly kept
IT development from reaching a higher level pogsibithout them.

Martin (2006) noted that a significant factor asatexl with poorer performance
of IT projects is a change in project requiremantstaff. While not intended as
commentary on the skills of those who currentlyodevho have previously held the

position, the network has certainly experienceyaifscant hurdle in attracting and
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keepingqualified practitioners for the Application Devpkr position. The typically
lower academic pay and WKU'’s not being in a majtr are thought to be contributing
factors.

Brown and Hubbard (2000) stressed that fundingtinreetworks on short-term
grants can lead to a “feast or famine” funding eywhich can create a loss of network
focus and make key technical personnel retentifficalt. The experience of this
situation for the Kentucky Mesonet has certainty/tie the shifting priorities Martin
(2006) warned about. The requirement to buildtausb and scientifically respectable IT
infrastructure as planned in Chapter 3 has beestantly juxtaposed against the desire to
develop magic bullet applications to attract loag¥ funding, with the irony being that
those applications cannot exist without the suppgrtore infrastructure. Given the
realities of the current economy, and the origgadl to develop them, the importance of
those applications is by no means discounted. Kewé¢he funding-model-caused loss
of network focus described in Brown and Hubbard®0as at least somewhat visible in
the IT infrastructure. Even with — and especiallyhe face of — changing personnel and
shifting focus, the development of the IT infrasture to date can rightfully be judged a
success.

While a lot of effort has been expended to builtstxg Kentucky Mesonet
systems, future work is just as critical to thetowred growth and operation of the

network. This future work must be carried forththinee core areas:

() in making the needed improvements described in €h&p through 9 to the

individual core, geographic information, and aracil systems;



(ii)

(iii)
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in the redoubling of efforts to indeed develop meskie-added applications
to help support particular funding models;

and finally in taking a renewed look at the entiret Mesonet information
technology for broad improvements, particularly éameva more unified

implementation in terms of databases, systemspwaeaihll architecture.



CHAPTER 11. SUMMARY

The Kentucky Mesonet is a high-density, mesoscateork of automated
meteorological and climatological sensing statidegloyed across the commonwealth
which measure a suite of atmospheric surface pdeasmyéncluding 1.5 m air
temperature, relative humidity, solar radiation,i@vind speed & direction, and wetness
— an indicator of ongoing precipitation. The netivbas grown fairly quickly, with the
first site established just south of Bowling Greeiay 2007 and the Hbsite
established near Henderson in February 2010. Rgridr construction and initial
operation of the network was provided by a combomabf federal earmarks and direct
grants from the National Oceanic and AtmospherimAuistration. As Lead Systems
Architect for the network, the author has workednteet multiple information technology

(IT) research and development goals:

() to significantly increase the spatial coverage, amctimeliness, availability,
and use of originalquality surface meteorological data in Kentucky;

(i) to develop the core information technology systeersessary to support both
mission-critical operational and research use eftbntucky Mesonet;

(i) to show that core information technology-relatethpetencies required by a
national network of networks are achievable atdlcal level, even with a
small staff;

(iv) and to provide in the literature an updated pemtsgeon building the IT-

related infrastructure to support a statewide i surface sensing network,

196
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especially in the areas of communications, datastjgand processing

systems.

In the last three years, nineteen core or ancillargystems have been developed,
including a robust enterprise-grade communicatgwmistion; site survey, metadata, and
observational database storage systems; websitafglality assurance mechanisms; an
automated quality control system; and various gaalgc information system (GIS)-
based data visualization tools. These systemsosuapd make possible the use of
Mesonet data by both the general public and ctitiparational partners such as the
National Weather Service (NWS), broadcast medid,shate government.

Development of the network’s IT systems has beeterbin well-established
standards and best practices for meteorologicédcisensing networks and has
generally followed Trenberth et al.’s (2002) impkamtation priorities. The Mesonet has

achieved a level somewhere between the fourthifthcf these five priorities:

() data collection and archiving

(i)  distribution of the raw data in near-real time;

(i) quality control of the data in delayed mode andhiaing of datasets;
(iv) development and maintenance of data access togls\eb sites);

(v) and follow-on processing to produce analyses aadalgses.

The computing network and supporting infrastruetdeveloped thus far have

made a substantial contribution to operational r@seéarch meteorology & climatology
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by collecting, storing, handling, and distributioger five million five-minute
observations containing over 100 million individua¢teorological measurements. The
citizens of Kentucky have benefited by network apiens through direct access to data
on the official program website and through dai s broadcast media during regular
newscasts or times of inclement weather. Localddat Weather Service offices have
been prime users of Mesonet data, routinely ret@ngrthem in their official forecast and
advisory products. Research use of network dagapplementing understanding of
mountain/valley interactions and aiding with preidics of crop disease.

Mesonet communications and computing systems bege designed to be as
mission-critical as possible within budgetary coastts. An enterprise-class, cellular-
based communications method implemented with AT&$ provided a respectable
average site uptime of at least 99.730% over thteylzar. Choice of co-location internet
provider, server technology, and implementationraagh has yielded a network
availability percentage of 99.977% for that sameqgke

Pushed for by the U.S. congress, an emerging Maitte Network of Networks
is planned to harness the energy and enthusiastatefand local networks. Through
development of its own critical systems, the Kekyulesonet has shown that the core
competencies needed for participation in the NNaN lee and are available at the local
level, even with a relatively small staff. The erpnces of the Kentucky Mesonet are
being or will be shared with the broader scientienmunity through the author’s
participation in multiple NNoN working groups esliahed by the American
Meteorological Society, through multiple conferepegers and presentations, and

through planned peer-reviewed publications.
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The road for systems development has been soméwhaty, with unfortunate
turnover in an important personnel position andraewhat shifting focus hindering it
from reaching its full potential. Supported by alldesigned implementation plan, and
even in the face of those difficulties, the develemt of the network’s IT infrastructure
to date can still be rightfully judged a successjihg positively met the four research
and development goals. Continued developmenteohétwork’s IT infrastructure is
critical to its continued growth, development, aoudcess and must include a redoubling
of efforts to develop more value-added applicatiamd work toward a more unified

system of databases and overall architecture.
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