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When Dr. Shindhelm asked if I was willing to prepare a newsletter for ACM, I thought it would be a pretty neat thing to do. Little did I know how much trouble this project would be. First of all, I figured that I really didn't care if my contributors gave me their articles on disk or as hard copy. I quickly learned the same lesson Dr. Cheatham learned with the alumni newsletter: always ask for the articles on diskette!!! Typing in Dave Beckley's article on fiber optics just about fried my brain.

Due to certain circumstances, such as a certain Research Methods class that some really stupid CS majors take, this newsletter did not come out when I expected it to. Therefore, some of the articles, such as the one on the microcomputer raffle, may be outdated. Others may be just plain wrong, as I am also the official proofreader for this project. Any errors in these articles are mine and mine alone.

Many thanks to our contributors: Chris, Dave, Dr. Cheatham, Dr. Sloan, Dr. Baur, Dr. Modesitt, Mrs. Wilson, and Dr. Shindhelm (even though he had to contribute something, since he is our illustrious leader). Many thanks to the guy who contributed the Weekly Smile. I told him I wouldn't use his name. Are you happy now, Todd? Oops. Sorry about that. Ha, ha.

Anyways, I hope that this newsletter becomes a tradition for our ACM chapter. Even though it is a lot of work, it is really a worthwhile project.
Life's hard and then you get a new computer system. Recently, the student operators that work at Science and Tech Room 110 (the things some people will do for a T-shirt) and I converted all the functionality of the VAX 11/785 to the VAX 6320 which was purchased in October. The VAX 6320 is at least five times the speed and twice as much trouble as the VAX 11/785. The conversion was initially quite simple. The VAX 11/785 was taken down, a new disk drive was plugged into the 11/785, and a copy of the existing system disk was copied onto it. The new system disk was plugged into the VAX 6320 which subsequently booted. Imagine, putting the brains of a cat into a jaguar and then the jaguar being able to run from the neighborhood dogs.

Well, we had to tell the VAX 6320 to take a look in the mirror. Its first identity crisis was to notice that it was not a single processor but a tightly-coupled dual processor. It observed that it did not have 16 one-megabyte boards of memory resident, but rather 64 megabytes of memory on two boards. In addition, there was not a separate 16-bit microprocessor used to load the micro-code at boot time, but rather an eeprom boot chip resident on each of the two CPU boards. The four boards of floating point processor were also gone, and hence incorporated on each of the CPU boards. Communication to the outside world would no longer be accomplished through 108 tunnels of 25 lanes each but down one access road 15 lanes wide.

That proved to by my two-week migraine/Excedrin headache number 97. Understanding Ethernet involved devouring two 2 1/2 inch thick manuals in a weekend and bits and pieces of four others. This was a humbling experience. At first I was bound and determined to overcome this foreign architecture without any assistance. After a week of bouncing off various walls, operators, and manuals, I called DEC Technical Support. Within 15 minutes they talked me through the solution to my common mistakes and referred me to two other manuals.

The other disk drives and tape drive that were connected to the VAX 11/785 were disconnected and plugged into the VAX 6320. Finally, the cables that connected the VAX 11/785 to the campus-wide area network were plugged into the two DecServer 550's. The only difference the users should notice is a quicker response.

Other projects coming down the pike are the re-installation of the VAX 11/785 in the Nuclear Physics Lab to facilitate real-time data acquisition and setting up a local area network with the VAX 6320 as the server. I’m going to switch to Tylenol, cyanide version.
The Software Life Cycle
By Dr. Greg Baur

To understand the importance of software engineering, it is helpful to understand the software life cycle, which is concerned with what happens to a piece of software from the time the idea is born until the time it is discarded. The software life cycle is illustrated in Figure 1.

The figure shows that once the software has been developed, it enters a looping pattern between use and modification. The software stays in this loop until it is time to be discarded. Such a looping pattern is common for any product that is manufactured. The product cycles between use and repair/maintenance until it eventually wears out and is replaced.

Software does not wear out. After its development, it moves into the use phase where it is likely that someone determines there are errors in the software or that changes are required. The software then loops through this pattern because, once errors are corrected or changes are made, new problems may arise during the next use phase. A potential difficulty with making changes to software is the risk of causing new problems. For example, changes in an accounting procedure will cause changes to be made in a program that handles accounts payable or accounts receivable. It is often the case that these changes may cause problems that will not be discovered until some later time.

It is useful to examine at this point, the relationship between the development and modification phases of the software life cycle. The amount of time and effort spent in the modification phase is likely to be inversely proportional to the time and effort spent in the development phase. That is, more time and effort spent in the development phase may cause less time and effort to be required in the modification phase. If care is taken early-on to ensure proper system design and implementation, then the resulting system is more likely to meet most of the user’s needs. Also, it is likely that there will be fewer errors to correct in the modification phase.

It is clear that a great deal of importance must be placed on the development phase. This is true in any software development situation, but is especially true with large software systems where many people are involved. A methodical approach using software engineering techniques is needed.

In a systematic approach, there are several required steps. Our discussion here will be brief; therefore, if you want further detail, you may wish to consult books such as Software Engineering: A Practical Approach by O. Pressman [McGraw-Hill, 1982] or Introduction to Systems Analysis and Design by J. Kendall [Allyn and Bacon, 1987].

The first step in the
development phase is to formalize the problem specifications.

It is at this point when the decision is made that software will be appropriate for the given application. The requirements are then isolated and production begins. These requirements are refined and become the specifications of the application. For example, the application might require that data be accessed only by authorized personnel.

The set of specifications thus form the basis for the software. This process of formalization is analogous to the use of a blue-print to build a building or the use of CAD/CAM (computer-aided design/computer-aided manufacturing) to manufacture a product.

The formalization process should maximize the understanding of the objective of the application by both the user(s) and the software developer. If the process does not work in this way, then additional time and effort that can be avoided, will be needed later in development to make changes.

Formalization is probably the most difficult part of the development phase. It requires the software developer (who may not do the actual programming) to be a skilled communicator to ensure clearly articulated requirements. Often, users are not good at articulating their application needs. Sometimes a manager will provide limited input to indicate, the parameters of the application. Except a short time constraint for completion there may be little direction. The software developer is then responsible for most of the formalization and presenting the specifications to management for review.

The second step involves the design of the software system structure. At this point, the application must be divided into a series of tasks or modules. At the same time, techniques for interfacing the modules must be considered to minimize the time spent in future system maintenance. The software developer must ensure that all of the specifications have been accounted for in the design of the software system.

Implementation of the software system is the third step. This involves the actual creation of the software program. As in the design step, implementation is accomplished on a modular basis using the modules defined in the design process. As modules are completed, their interface to other modules in the software system must be thoroughly tested. This testing is tedious and at times is considered to be of little importance by system developers. Slighting the testing process in this step however, usually leads to the creation of larger and more difficult problems when the entire system is put together, which otherwise may have been avoided.

The fourth step involves the testing and debugging of the entire software system. Do all the modules interact properly with each other? What bugs remain that were not found in the design step?

Also at this time the overall software system is assessed. Does the software have satisfactory performance for the user and have all original specifications been met? These questions must be resolved now.

When this step of the software system development phase is completed, the system

Concluded on p. 13
Students working on microcomputers in the laboratories at TCCW, Grise, and STH have been exposed to Academic Computing’s Local Area Networks (LANs). We welcome this opportunity to provide users with information about the LANs, why they were installed, and what we expect to happen in the future.

Each of the LANs is based upon an 80386 machine running NOVELL’s NetWare operating system. At present, the largest of the LANs is that in Grise Hall with a total of 77 machines connected in the second and third floor laboratories. Individual micros are linked to the servers by thinwire Ethernet interface cards. These cards are equipped with ROM chips which boot the LAN connection automatically upon powering up (though this may be sidestepped when stand-alone operation is desired).

The basic function of the LAN is to allow each of the lab’s micros to access the server’s hard disk as if it were installed in the individual machine. This function provides the rationale for the installation of the networks: software sharing. ACRS has agreed to supply a suite of general purpose software packages in each of its microcomputer laboratories; word processing (both WordStar and WordPerfect), a spreadsheet (Lotus 1-2-3), and data base management (dBase IV). In addition, BASIC and SPSS-FC, a statistical analysis package, are also on the server menu. Beyond this standard set of resources, faculty may have other software and files placed on the server for their students’ use.

This arrangement provides benefits to both the users and Academic Computing. From the user perspective, operations are cleaner and faster. Applications load much faster from the server than from diskette drives, not to mention the time saved in checking software in and out or dealing with defective disks. These same benefits apply to Academic Computing; others include facilitating updates, providing controls necessary to meet software licensing obligations, and saving a considerable amount over what it would have cost to equip a large fraction of the machines with individual hard disks.

Further, there is the general issue of conforming to the world beyond the campus’ boundaries. Establishing the LAN environment is important since this is becoming typical of the work place. LANs are only a piece of the general connectivity puzzle, however. Our aims include connecting the LANs to one another as well as to the VAX and IBM systems, adding an existing lab in Cherry Hall to the STH LAN, and reaching into faculty offices.

A number of alternative paths will be explored. This Spring, another Ethernet LAN will be installed in STH using the VAX 6320 as a server. We expect to learn a good deal about the relative merits and costs of micro- versus minicomputer-based LANs. Finally, Ethernet may not be the best communications approach. Results from testing laboratories are certainly important, but our choices should be conditioned by comparative local

Concluded on p. 13
Speakers For ACM Meetings
by Art Shindhelm

Each year the ACM Faculty Advisor tries to line up a wide variety of speakers and films for the meetings that year. There is an official ACM Speakers Bureau intended to act as a pool of potential speakers to choose from. Last year we had one such speaker, Robert J. Tufts speak on "What's Wrong With Fourth Generation Languages". Unfortunately, it is usually necessary to arrange a tour of at least three schools for them to speak at in order for them to come. We also solicit speakers from local talent, such as faculty, staff and alumni. Each year we try to devote one meeting to job opportunities for students, including full time jobs as well as coop positions.

This year, as a result of hearing him at a conference I attended in Birmingham Alabama, we had Dr. Robert Hyatt, one of the writers of the Cray Blitz program. The Cray Blitz program was the 1987 world champion chess program.

If any student has a particular computer related topic or person that they would like to have a meeting devoted to, they should contact either the ACM faculty advisor or any ACM officer. After all, the club is meant to be for YOU!

**UNIX**
By Tom Cheatham

The UNIX Operating System was born in 1969 at AT&T Bell Labs. It was designed by programmers for programmers. In 1990 UNIX runs on more different platforms than any other operating system in the history of computing. It is available on practically every multi-user system in the world including IBM, DEC, Burrows, TI, etc, etc ... Why?

Several reasons: (1) It is written, except for maybe 10% of the very low-level code, in the C-language. Being written mostly in a high-level language makes it more easily ported to new platforms. (2) UNIX pioneered several powerful ideas that allow programs to communicate with each other: piping, redirection of IO, background processes, shell programming language, and others. (3) UNIX is an open system -- since 1974 Bell Labs has been licensing the source code for UNIX to universities for research and experimentation. We have all the source code for our Berkeley 2.10.1 UNIX for the PDP 11/44. I consider the source code my best tool in the graduate UNIX OS class. We also offer biterms that allow students to get acquainted with UNIX: CS245 C, CS 245 C-Shell, CS245 C++, CS245 PROLOG, and CS245 LISP. It's a good career move to gain some experience on this widely used Operating System. See you in one of my classes.
Dr. Kenneth L. Modesitt  
Head, Department of Computer Science  
Western Kentucky University  
Bowling Green, KY 42101 (USA)  
(502) 745-4642

English Abstract

Will design and build space station Freedom and in the future the lunar and Martian bases of tomorrow? Several advanced tools can address the shortage of trained future engineers. Expert systems permit experts to transmit their expertise to successors. Computer-based learning tools help students to understand difficult concepts by interactive questionnaires. Software engineering methods enable large programs to be built with a high degree of reliability and safety.

What is the Problem?

The world has never lacked for problems or "opportunities". Moreover, it has been recognized by at least one person (Albert Einstein) that problems are not usually solved by the people who create them: "The world that we have made as a result of the level of thinking we have done so far creates problems we cannot solve at the same level of thinking at which we created them."

Figure 1. Distribution of Engineers

Solving the Problem

There are a number of approaches to solve the problem of increasing the effectiveness of a resource, i.e., the pool of technically qualified people.

1. Find a new supply of the resource.  
   Increase enrollment efforts for women, minorities, third world, under-represented populations.
   Retrain other professionals.

2. Find a new type of resource.  
   Use robots to perform tasks now done by clever humans. Not viable!

3. Discover ways of making better use of existing resources.  
   Provide powerful tools to augment the expertise of current and future engineers.

The last alternative is adapted for this paper, the typical "engineering" approach to a resource allocation problem: that of "cutting the pie" into smaller slices by more efficient use of the existing resource.
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Figure 1. Distribution of Engineers
What is the Problem?

The world has never lacked for problems or "opportunities". Moreover, it has also been recognized by at least one minority that problems are not usually created by the people who create them: the world that we have made as a result of our thinking we cannot at the same level of thinking attack that we created.

Albert Einstein

...not take a person of Albert's intellect to perceive that the world is littered with a multitude of significant problems of our own making: the greenhouse effect, acid rain, deforestation, bloody altercations over aries of nations, crime, food to needy areas, ad infinitum.

Some reasons for these include: lack of motivation, fear of losing current resources, and the single most important lack - wide, however, is that of technically competent professional individuals who can attack the gaps in "what is" and "what should be." The theme of this conference: engineering education 2000, as held in an national environment.

As a specific example, figure 1 shows a specific example, figure 1 shows a slice of the technical currently-figured staff at a major aerospace corporation. The figure demonstrates the importance of senior knowledge, promise in being technical staff, and the variety of the active mid-range. Similar plots would be nationwide for most engineering companies and universities!

Solving the Problem

There are a number of approaches to solve the problem of increasing the effectiveness of a resource, i.e., the pool of technically qualified people.

1. Find a new supply of the resource. Provide powerful tools to augment the expertise of current and future engineers.

2. Find a new type of resource. Use robots to perform tasks now done by clever humans. Not viable!

3. Discover ways of making better use of existing resources. Provide powerful tools to augment the expertise of current and future engineers.

The last alternative is adapted for this paper, the typical "engineering" approach to a resource allocation problem: that of "cutting the pie" into smaller slices by more efficient use of the existing resource.
Software Solutions

The virtual explosion of computing in the lifetimes of most of us is critically unknown in history. Never has a powerful tool been adopted so quickly worldwide. See figure 2 for an indication of how dominant computing has become. In the United States, the amount rapidly approaching that spent in the automotive industry.

![Figure 2: Software Cost Trends](image)

We will look at three major software solutions for augmenting human expertise: knowledge-based systems, computer-based learning, and software engineering. A short definition of each will be followed by a historical perspective and future sections. Finally, we suggest specific steps to turn the future into reality.

Knowledge-Based Systems (KBSs)

The rationale for the existence of a KBS may be paraphrased as: "enable a computer to behave more intelligently." KBSs are computer programs which make intensive use of human experiential knowledge, and which exhibit more intelligence than is usually displayed in normal programs. The subset of KBSs known as expert systems is able to perform as well as humans in very narrow domains, although very fragile at their peripheries. This author has worked in the field a number of years, most recently on Space Shuttle Main Engines. A classic reference in KBSs is by the late Al Waterman. See figure 3 for why KBSs are attractive.

![Figure 3: Skill Distribution with KBSs](image)

Computer-based Learning (CBL)

The rationale for the existence of CBL may be paraphrased as: "enable a human being to behave more intelligently." The use of computers in the learning process, both in education and industry, is nearly as old as the computer itself. A recent paper at the 31st annual conference of the leading such professional organization noted that ACM, the professional computing society, was only 10 years older. Use of CBL involves several features: tutor (the student is instructed using drill and practice, dialog simulation, inquiry, or tutorials. This is classical computer-assisted instruction.); tool (the computer has some useful capability programmed into it such as graphics, statistical analysis, integration, word processing, etc.); tutee (the student programs the computer to perform some task).

An example of CBL at its best is the Plato system, now known as NovaNet, with its genesis at the University of Illinois in 1959, now offering millions of hours of delivered courses at thousands of sites in schools and industries worldwide.

Software Engineering

Software engineering is an engineering technology tool for the development of quality, easy-to-use, cost-effective, easy-to-maintain, schedule-meeting software which solves real needs of the customer. Use of the methodology involves the software life cycle consisting of needs assessment, requirements analysis, cost estimating, design, construction, test, installation, and maintenance/enhancement. One of the modern variants is shown in figure 4.

![Figure 4: Modern Software Development](image)

This author has been active in the field since the early 1960s. The most common examples of the resulting products are large systems used in the space program, FAA, banking, airlines, military, etc., where program size may exceed 1,000,000 lines of code and development time is measured in tens of person-years. The Bureau of Labor Statistics estimates a demand for over 900,000 such software engineers -- the supply is 600,000.
Past, Present, and Future
Software Tool Relationships

Twenty years ago, KBS, CBL, and software engineering (SWE) had very little to do with each other — indeed, it was as though no one had even heard of the other fields. Figure 5 demonstrates this gap.

![Figure 5. Past Relationship](image)

Currently, there is considerable awareness that pairs of fields, at least, have something in common. ASEE and IEEE sponsor conferences on the relationships of KBSs and software engineering. The fields are finally coming closer. See figure 6.

![Figure 6. Current Relationship](image)

A possible and desirable overlap would be for considerable overlap to occur among all three fields (Figure 7).

![Figure 7. Possible Future Relationship](image)

Each subfield still has some unique characteristics, but substantial parts of both CBL and software engineering would be included in software engineering. KBS methods would permit the kinds and domains of problems to be solved by software engineering. CBL techniques would add immensely to the usefulness of the software product.

How Do We Get to the Future?
The future goal of strong cooperation of professionals in KBSs, CBL and software engineering will provide an answer to the issue addressed earlier: "Provide powerful tools to augment the expertise of current and future engineers."

Future engineers will be addressed via education: class projects emphasizing teams, real problems, use of best tools, evaluation, use at beginning of academic program, cooperation with industry.

Current engineers will be aided by training with: teams, real problems, use of best tools, evaluation, cooperation with universities.

Solutions to the problems listed at the beginning of this paper are much more likely with qualified technical professionals who result from such programs. However, current problems are not the only issue with which humankind must be concerned. A recent speculation is that the main technology drivers in the next century will be space, computers, energy, and communication. Another way to address the shortage of engineering talent in one country is to cooperate and combine efforts and resources of several nations as is now done in space.

Results
Use of the suggestions above will diminish the number and severity of many significant problems confronting us today. Increased use of the software tools of computer-based learning, knowledge-based systems and software engineering will be a positive impact for engineering education now and in 2001.

References
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GIP
CS240 Lab

This year Mrs. Wilson and Dr. Pigford have taught experimental sections of CS240L. Students were given the choice of taking CS240 with or without a one credit lab. The lab is similar to a lab in other science courses. During the two hour lab session the student works on a specific project under the supervision of a faculty member. Each lab assignment concentrates on a specific topic such as "Looping Structures" or "Two Dimensional Arrays". The feedback from the students has been very positive. They feel that their foundation in Pascal is stronger because they spent productive "time on task" under the direction of a teacher.

$1.00 for a PC

The UNIX Lab is raffling a micro-computer to earn money for a badly needed modem. The machine is a Hewlett-Packard 8088 with a 15 Meg hard drive, non-standard 3.5" floppy drive, MS-DOS 2.0, touchscreen monochrome monitor, serial and parallel ports, etc. Documentation, cables, etc comes with it. Purchase several tickets in the UNIX Lab.

Automated Reasoning Course

This summer the topics course CS475/G will be covering an introduction to automated reasoning. Dr. Shindelm will introduce students to this subfield of AI which involves using a program as a tool in "reasoning." The two theorem provers on the VAX, ITP and OTTER will be used extensively. Prerequisite is CS442 or permission of the instructor.

LAB HOURS

For late night programmers, (we don’t do programs the night before they’re due, do we?) TCCW lab is now open until 2 a.m. Sunday through Thursday. For more information on lab hours, type HELP HOURS on the VAX.

The Mac Project

ACM has finally found a use for the money we had tied up in grants and in our savings account. We have put in an order for a Mac SE with an integrated software package. This machine will be available to ACM members on a demand basis. Plans for the future include buying a laser printer to go with the Mac, expanding our software base, and setting up a Mac Local Area Network (in the far, far future). The SE that was in the department office is now in the UNIX lab. Feel free to use it.
"Haven't found any bugs yet!"

"But it was so friendly in the store!"
should require a minimal time in the modification phase, except for changes requested after the original formalization stage.

The final step in the development phase is the preparation of documentation for the software system. This step is very important since a poorly documented software will often become unusable. Poorly written documentation greatly complicates the efforts of people assigned to the modification phase and also makes it very difficult for the user. The worst case could result in the software system being seldom or never used. If the latter occurs, then a lot of time, effort, and money will have been wasted.

Just like good help, good documentation is hard to find. For a variety of reasons, documentation on most software systems rates mediocre at best. Providing well-written system documentation takes time and effort and is usually the area that falls short of user expectations. Good documentation makes good software better; poor documentation can make good software unusable.

Sloan (concluded)

experiences in actual costs of installation and maintenance, reliability, and flexibility in expansion.

Beckley (concluded)

PC users and resources on the STARMASTER system and other LANs.