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This thesis aims to investigate the controllability and observability of the dis-

crete fractional linear time-invariant state-space model. First, we will establish key

concepts and properties which are the tools necessary for our task. In the third chap-

ter, we will discuss the discrete state-space model and set up the criteria for these

two properties. Then, in the fourth chapter, we will attempt to apply these criteria

to the discrete fractional model. The general flow of our objectives is as follows: we

start with the first-order linear difference equation, move on to the discrete system,

then the fractional difference equation, and finally the discrete fractional system.

Throughout this process, we will develop the solutions to the (fractional) difference

equations, which are the basis of our criteria.
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Chapter 1

INTRODUCTION

A state-space model is a set of first-order differential or difference equations

which uses state variables to describe a dynamical system. A state variable is, in turn,

a variable that describes the “state” of that system. For example, in a mechanical

system, the position of a mechanical part, as well as its velocity and direction of

movement, can be state variables.

In continuous time, a time-invariant linear state-space model can be given in

the form 
y′(t) = Ay(t) +Bu(t),

z(t) = Cy(t) +Du(t).

The discrete time-invariant model can be given by


y(t+ 1) = Ay(t) +Bu(t),

z(t) = Cy(t) +Du(t),

where t is a non-negative integer.

In these representations, the first equation is the state equation which describes

the rate of the change of the state of the system in terms of the current state y(t)

and the input u(t). The second equation is the output equation which describes the

output in terms of the current state y(t) and the input u(t). A, B, C, and D are

coefficient matrices, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rr×n, and D ∈ Rr×m. Also, the term

u(t) is the control term, or simply control, which represents our “manipulation” of
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the system. Without this term, the system is an uncontrolled system.

As technology advances, more and more tasks become automated and are han-

dled by machines. This leads to the area of control theory gaining more attention

from engineers and mathematicians alike. In control theory, two important proper-

ties of state-space models are controllability and observability. These concepts were

introduced by Kalman in 1959 [5] and have played a major role in modern control

theory. Essentially, controllability refers to the ability to drive the system from an

initial state to some arbitrary final state, while observability refers to the ability to

measure or determine the state of the system based on its outputs.

Compared to the discrete model, the discrete fractional model may offer some

advantages in certain applications, such as fractional conservation of mass [10] and

PID controller design, where using fractional orders can increase the controller’s de-

gree of freedom [7].

The main purpose of this thesis is to discuss the controllability and observabil-

ity of a discrete fractional time-invariant linear state-space model, which is represented

by 
∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1),

z(t) = Cy(t),

with initial condition y(ν − 1) = y0, 0 < ν < 1, and t = 0, 1, 2, . . . . In order to

achieve this, first we will establish the criteria for controllability and observability of

the discrete system. The criteria, as well as their proof, are adapted from [4]. We

will work with the state equation of the form ∆y(t) = Ay(t) + Bu(t), rather than

y(t + 1) = Ay(t) + Bu(t), in order to form a more parallel connection between the

continuous equation y′(t) = Ay(t)+Bu(t) and its discrete counterpart. After that, we

will discuss the discrete fractional scalar equation ∆νy(t) = ay(t+ν−1)+f(t+ν−1)

and its solution. Once we have the solution of the scalar equation, we will proceed to

establish the solution of the matrix equation ∆νy(t) = Ay(t+ν−1)+f(t+ν−1) (here

2



f is a vector). This solution plays a central role in our investigation of controllability

and observability of the system.
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Chapter 2

PRELIMINARIES

In this chapter we establish a number of key concepts and theorems of discrete

fractional calculus. Most of them are discussed in details in [6].

2.1 The Difference Operator

Definition 2.1.1. Let y(t) be a real-valued function. The difference operator ∆ is

defined by

∆y(t) = y(t+ 1)− y(t). (2.1)

This is the discrete counterpart of the derivative in continuous calculus. It

is also called the forward difference operator, to distinguish it from the backward

difference operator (or nabla) ∇, which is defined by ∇y(t) = y(t)− y(t− 1).

We will make use of the following property called the product rule for the

difference operator

∆(f(t)g(t)) = (∆f(t))g(t) + f(t+ 1)∆g(t) = (∆g(t))f(t) + g(t+ 1)∆f(t).

Also, generally, for positive integer order of ∆ that is greater than 1, we have

∆2y(t) = ∆(∆y(t)), ∆3y(t) = ∆(∆y2(t)), and so on.
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2.2 The Gamma Function

Definition 2.2.1. The gamma function of a positive real number, or a complex num-

ber with a positive real part, can be defined by the definite integral

Γ(t) =

∫ ∞
0

e−rrt−1dr. (2.2)

The gamma function is a generalization of the factorial function. If n is a

positive integer, then

Γ(n) = (n− 1)!. (2.3)

2.3 The Discrete Exponential Function

In continuous calculus, we know that the general solution of the differential

equation y′(t) = ay(t) is y(t) = Ceat, where a is any real number and C is an arbitrary

constant.

In discrete calculus, the equivalent difference equation is ∆y(t) = ay(t), and

the general solution of this equation is given by y(t) = C(1 + a)t. For C = 1, the

function y(t) = (1 + a)t is considered the exponential function of discrete calculus.

We can easily verify this result by applying the definition of the ∆-operator

to y(t) = C(1 + a)t:

∆y(t) = y(t+ 1)− y(t)

= C(1 + a)t+1 − C((1 + a)t)

= C(1 + a)t(1 + a− 1)

= aC(1 + a)t = ay(t).
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2.4 The Falling Factorial Power

Definition 2.4.1. The falling factorial is defined by

t(r) = tr =
Γ(t+ 1)

Γ(t+ 1− r)
, (2.4)

where t ∈ R and r ∈ R.

If r ∈ N, we also write

t(r) = tr = t(t− 1)(t− 2) . . . (t− r + 1).

Throughout the thesis, we assume that t(r) = 0 if t + 1 − r is a non-positive

integer.

The following are some useful properties of this factorial function.

Theorem 2.4.2. Assuming the following factorial functions are well-defined,

(i) ∆t(ν) = νt(ν−1),

(ii) (t− ν)t(ν) = t(ν+1),

(iii) ν(ν) = Γ(ν + 1).

These results follow immediately after applying basic properties of the differ-

ence operator and the gamma function.
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2.5 The Summation Operator

Definition 2.5.1. Let y(t) be a function such that ∆y(t) = Y (t). An indefinite sum

(or antidifference) of y(t) is defined by

∑
Y (t) = y(t) + C, (2.5)

where C is an arbitrary constant.

The antidifference of the discrete exponential function y(t) = (1 + a)t, whre

a 6= 0, is ∑
(1 + a)t =

(1 + a)t

a
+ C.

We note that this result is similar to
∫
eatdt =

eat

a
+ C in continuous calculus.

2.6 Fundamental Theorem of Discrete Calculus-I

Theorem 2.6.1. Suppose [a, b] is a discrete interval with a ∈ Z and b ∈ Z, and

F : [a, b]→ R is a function such that ∆F (t) = f(t) on [a, b-1]. Then

b−1∑
t=a

f(t) = F (t)
∣∣b
t=a

= F (b)− F (a). (2.6)

Proof. By using the definition of the ∆-operator, we have

b−1∑
t=a

f(t) =
b−1∑
t=a

∆F (t)

=
b−1∑
t=a

(F (t+ 1)− F (t))

= F (a+ 1)− F (a) + F (a+ 2)− F (a+ 1) + · · ·+ F (b)− F (b− 1)
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= F (b)− F (a).

2.7 The First-Order Linear Difference Equation

We will establish the solution of the first order linear difference equation given

by

∆y(t) = ay(t) + bu(t),

where a and b are constants, and y(0) = y0. The formula of the solution is called

the variation of constants (or variation of parameters) formula. This result helps us

more easily acquire the solution of the system represented by the matrix form of this

equation.

Theorem 2.7.1 (Variation of Constants). The solution of the first order linear dif-

ference equation

∆y(t) = ay(t) + bu(t)

where a and b are constants, and y(0) = y0, is

y(t) = (1 + a)ty0 +
t−1∑
s=0

(1 + a)t−s−1bu(s).

Proof. We start by multiplying both sides by (1 + a)−(t+1)

(1 + a)−(t+1)∆y(t)− a(1 + a)−(t+1)y(t) = b(1 + a)−(t+1)u(t),

8



then we apply the product rule for the difference operator from Section 2.1

∆[(1 + a)−ty(t)] = bu(t)(1 + a)−(t+1)

t−1∑
s=0

∆[(1 + a)−sy(s)] =
t−1∑
s=0

bu(s)(1 + a)−(s+1)

(1 + a)−sy(s)
∣∣∣t
s=0

=
t−1∑
s=0

bu(s)(1 + a)−(s+1)

(1 + a)−ty(t)− y0 =
t−1∑
s=0

bu(s)(1 + a)−(s+1)

y(t) = (1 + a)ty0 +
t−1∑
s=0

(1 + a)t−s−1bu(s).

2.8 Converting a Higher-Order Difference Equation to a First-

Order System

We start with the second-order difference equation of the form

a2∆
2y(t) + a1∆y(t) + a0y(t) = bu(t).

Let y1 = y, y2 = ∆y = ∆y1. We have

∆y1 = ∆y = y2,

∆y2 = ∆2y = −a0
a2
y − a1

a2
∆y +

b

a2
u(t) = −a0

a2
y1 −

a1
a2
y2 +

b

a2
u(t).

The original second-order equation is then equivalent to the following two

equations, written in matrix form∆y1

∆y2

 =

 0 1

−a0
a2
−a1
a2


y1
y2

+

 0

b

a2
u(t)

,

9



or simply

∆y(t) = Ay(t) + f(t),

where y(t) ∈ R2, f(t) ∈ R2, and A ∈ R2x2. This is the first-order discrete linear

system, part of the discrete linear state-space model (in ∆ form).

Using this technique, we can convert an nth-order difference equation to a

system of first-order difference equations (or a first-order discrete system).

2.9 The Fractional Difference Equation

In general, a linear discrete fractional equation can be written in the form

∆ru(t) = f(t), where r ∈ R and t ∈ Na = {a, a + 1, a + 2, . . . }. Depending on the

value or r, we have several cases as discussed below.

If n is a positive integer, then the solution of the initial value problem given

by

∆nu(t) = f(t), t = a, a+ 1, a+ 2, , . . . ,

u(a+ j − 1) = 0, j = 1, 2, . . . , n,

is the function

u(t) = ∆−nf(t) =
t−1∑
s=a

(t− σ(s))(n−1)

(n− 1)!
f(s),

where σ(s) = s+ 1.

More generally, for a negative fractional order, we make use of the following

forward fractional sum defined by Miller and Ross [8]

∆−νa f(t) =
t−ν∑
s=a

(t− σ(s))(ν−1)

Γ(ν)
f(s), (2.7)

10



where ν > 0 and a ∈ R. We also note that ∆−νa maps functions defined on Na to

functions defined on Na+ν .

For a positive fractional order, we use the following definition called the

Riemann-Liouville fractional difference

∆µ
af(t) = ∆m−ν

a f(t) = ∆m(∆−νa f(t)), (2.8)

where 0 ≤ m− 1 < µ ≤ m and m ∈ N.

For the purpose of this thesis, we will discuss fractional equations of the form

∆νy(t) = ay(t + ν − 1) + f(t + ν − 1) and its matrix counterpart, where 0 < ν < 1

and the coefficients are constants.

2.10 The R-Transform

One of the most important tools used in this thesis is a method of transfor-

mation called R-transform (or the so-called “discrete transform”) defined in [1] by

Rt0((f(t))(s) =
∞∑
t=t0

(
1

s+ 1

)t+1

f(t), (2.9)

where f is defined on Nt0 . If t0 = 0, R0((f(t))(s) is the Laplace transform on the

time scale of integers [3].

We will make use of the following lemmas, the first two proved in [1]:

Lemma 2.10.1. For any ν ∈ R \ {. . . ,−2,−1, 0},

Rν−1(t
(ν−1))(s) =

Γ(ν)

sν
.
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Lemma 2.10.2. For 0 < ν < 1 and f defined on ν − 1, ν, ν + 1, . . . ,

R0(∆
νf(t))(s) = sνRν−1f(t)− f(ν − 1).

Lemma 2.10.3. For 0 < ν < 1 and f defined on ν − 1, ν, ν + 1, . . . ,

R0(f(t+ ν − 1)) =
1

(s+ 1)1−ν
Rν−1f(t).

Proof. Using the definition of R-transform given by (2.9) with t0 = 0, we have

R0(f(t+ ν − 1)) =
∞∑
t=0

(
1

s+ 1

)t+1

f(t+ ν − 1).

Making the change of variable t+ ν − 1 = u, we have

R0(f(t+ ν − 1)) =
∞∑

u=ν−1

(
1

s+ 1

)u−ν+2

f(u)

=
1

(s+ 1)1−ν

∞∑
u=ν−1

(
1

s+ 1

)u+1

f(u)

=
1

(s+ 1)1−ν
Rν−1f(u)

=
1

(s+ 1)1−ν
Rν−1f(t).

2.11 A Convolution Product on Nν−1

We define a convolution product of two functions defined on Nν−1 as follows

(f ∗ν−1 g)(t) =
t∑

s=ν−1

f(t− s+ ν − 1)g(s). (2.10)

12



The following lemma and its proof are adapted from [2], in which a similar

convolution product, (f ∗ν−2 g)(t), was introduced.

Lemma 2.11.1.

Rν−1((f ∗ν−1 g)(t)) =
1

(s+ 1)−ν
Rν−1((f(t))Rν−1((g(t)). (2.11)

Proof. Using the definition of R-transform

Rν−1((f ∗ν−1 g)(t)) =
∞∑

t=ν−1

(
1

s+ 1

)t+1 t∑
τ=ν−1

f(t− τ + ν − 1)g(τ)

=
∞∑

τ=ν−1

∞∑
t=τ

[(
1

s+ 1

)t+1

f(t− τ + ν − 1)g(τ)

]
.

To perform this change of summation limits, we first identify the region bounded

between the lines τ = t and τ = ν − 1 (limits of the second summation) as t goes

from ν− 1 to∞ (limits of the first summation) in the τ -t plane. This region can also

be described as bounded between the lines t = τ and τ = ν − 1 as t and τ go to ∞

in the same plane.

Let t− τ + ν − 1 = u, then:

Rν−1((f ∗ν−1 g)(t)) =
∞∑

τ=ν−1

∞∑
u=ν−1

[(
1

s+ 1

)u+1+τ+1−ν

f(u)g(τ)

]

=
1

(s+ 1)−ν

∞∑
u=ν−1

[(
1

s+ 1

)u+1

f(u)

]
∞∑

τ=ν−1

[(
1

s+ 1

)τ+1

g(τ)

]

=
1

(s+ 1)−ν
Rν−1((f(t))Rν−1((g(t)).

13



2.12 Rank of a Matrix

Definition 2.12.1. The rank of a matrix is the maximum number of linearly inde-

pendent rows (or columns) in the matrix.

We can find the rank of a matrix by finding its row echelon form. The maxi-

mum number of rows that are not of all zeros is the rank of the matrix.

For an n×n square matrix A, rankA = n⇔ det(A) 6= 0 (or A is non-singular).

For an m× n matrix, its rank cannot exceed its smaller dimension.
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Chapter 3

THE DISCRETE LINEAR STATE-SPACE MODEL

3.1 Variation of Constants Formula

We first verify the solution of the system represented

∆y(t) = Ay(t) + f(t), (3.1)

where y(t) is an n× 1 matrix, y(0) = y0 (initial state), A is an n×n matrix, and f(t)

can also be written as Bu(t) where B is an n×m matrix and u(t) (control term) is

an m × 1 matrix. These dimensions and notation meanings will be the same from

now on, unless stated otherwise. This solution will play a key role in establishing our

criteria for both controllability and observability.

Theorem 3.1.1 (Variation of Constants). The solution of the discrete linear state-

space model given by

∆y(t) = Ay(t) + f(t),

where t ∈ N0, A is an n× n matrix, y(t) and f(t) are n× 1 matrices, and y(0) = y0,

is

y(t) = (I + A)ty0 +
t−1∑
s=0

(I + A)t−s−1f(s), (3.2)

where I is the identity matrix In.

Proof. Using the definition of the difference operator with the solution, we have

∆y(t) = y(t+ 1)− y(t)

15



= (I +A)t+1y0 +
t∑

s=0

(I +A)t−sf(s)− (I +A)ty0 −
t−1∑
s=0

(I +A)t−s−1f(s)

= A(I + A)ty0 +
( t−1∑
s=0

(I + A)t−sf(s) + f(t)
)
−

t−1∑
s=0

(I + A)t−s−1f(s)

= A(I + A)ty0 +
t−1∑
s=0

A(I + A)t−s−1f(s) + f(t)

= A
[
(I + A)ty0 +

t−1∑
s=0

(I + A)t−s−1f(s)
]

+ f(t)

= Ay(t) + f(t).

Plugging t = 0 into (3.2), we get y(0) = y0. The proof is complete.

3.2 Controllability

We consider the system mentioned in the previous section, rewriting f(t) as

Bu(t)

∆y(t) = Ay(t) +Bu(t). (3.3)

Now that we have the formula of the solution of this system, let us look into

the controllability of it. We recall that controllability refers to the ability to take the

system from some initial state y0 to some final state yf .

Definition 3.2.1. The system (3.3) is completely controllable if any desired final

state can be achieved from any given initial state in finite time.

In other words, given any initial state y0 = y(0) and any final state yf , there

exists a non-negative integer T < ∞, and a control function u(t), 0 ≤ t ≤ T , such

that y(T ) = yf .

In order to establish our theorem for the controllability of this system, we will

define the controllability matrix W as follows:

W = [B (I + A)B (I + A)2B . . . (I + A)n−1B]. (3.4)
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Before discussing the controllability theorem, let us take a look at the following

lemma.

Lemma 3.2.2. Given W = [B AB A2B . . . An−1B], for any N ≥ n, we have

rankW(N) = rankW, where W(N) = [B AB A2B . . . AN−1B].

Proof. This proof is adapted from [4]. Let P (λ) = λn+P1λ
n−1 +P2λ

n−2 + · · ·+Pn be

the characteristic polynomial of matrix A. By applying Cayley-Hamilton Theorem,

which states that every square matrix satisfies its own characteristic equation, we

have that P (A) = 0, or

An + P1A
n−1 + P2A

n−2 + · · ·+ PnI = 0

An = −
n∑
i=1

PiA
n−i

AnB = −
n∑
i=1

PiA
n−iB. (1)

This means that the columns of AnB are linearly dependent on the columns

of W. Thus rankW(n+ 1) = rankW.

Now if we multiply (1) by A, we get

An+1B = −(P1A
nB + P2A

n−1B + · · ·+ PnAB).

This means rankW(n + 2) = rankW(n + 1) = rankW. Repeating this process

iteratively, we conclude that rankW(N) = rankW for any N ≥ n.

Now let us prove the controllability theorem.

Theorem 3.2.3. The system ∆y(t) = Ay(t) + Bu(t) is completely controllable ⇔

rankW = n

Again, n is the dimension of the square matrix A.

17



Proof. First, suppose rankW = n, t0 = 0. Plugging n into the solution of the system,

given by the variation of constants formula (3.2), we have

y(n) = (I + A)ny0 +
n−1∑
s=0

(I + A)n−s−1Bu(s)

y(n)− (I + A)ny0 = Wu(n)

where u(n) =



u(n− 1)

u(n− 2)

. . .

u(0)


.

We have rankW = n, so rangeW = Rn, and y(n)− (I +A)ny0 ∈ rangeW =

Rn.

Thus for any given initial state y0 and final state yf , if we let yf = f(n), then

there exists a control u(n) such that

yf = yn = (I + A)ny0 + Wu(n)

and the system is completely controllable by definition.

Now suppose the system is completely controllable, and rankW < n (as W ∈

Rn×nm, its rank cannot exceed n).

For any N > n, by Lemma 3.2.2 we have that rankW(N) = rankW < n.

This means rangeW(N) ⊂ Rn, and thus there exists some final state yf ∈ Rn that

cannot be reached regardless of initial state y0 and control u(n).

This contradicts the initial assumption that the system is completely control-

lable, therefore rankW must be n.
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Example 3.2.4. A linear system is represented by

∆y(t) =


0 1 2

−1 1 0

2 3 −1

 y(t) +


2 1

0 −1

1 2

u(t).

We want to know whether this system is completely controllable or not. The

controllablity matrix of this system, by definition, is

W = [B (I + A)B (I + A)2B] =


2 1 4 4 10 −1

0 −1 −2 −3 −8 −10

1 2 4 −1 2 −1

 .

It is easy to check that the first three columns are linearly independent, so

the row rank of W is 3, which means rankW = 3, and the system is completely

controllable.

3.3 Observability

Definition 3.3.1. The system


∆y(t) = Ay(t) +Bu(t),

z(t) = Cy(t),

(3.5)

where z(t) = Cy(t) is the output measurement, z(t) ∈ Rr, and C ∈ Rr×n is a constant

matrix, is completely observable if any initial state y0 can be uniquely determined

from the output z(t) and input u(t).

Here we omit the term Du(t) as it has no effect on the validity of the criterion

or how it is proved.
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We define the observability matrix of the system as

O =



C

C(I + A)

C(I + A)2

· · ·

C(I + A)n−1


.

Theorem 3.3.2. The system


∆y(t) = Ay(t) +Bu(t),

z(t) = Cy(t),

is completely observable ⇔ rankO = n

Proof. First, using the variation of constants formula (3.2), we have

z(t) = Cy(t) = C
[
(I + A)ty0 +

t−1∑
s=0

(I + A)t−s−1Bu(s)
]

C(I + A)ty0 = z(t)− C
t−1∑
s=0

(I + A)t−s−1Bu(s).

Letting z(t) − C
t−1∑
s=0

(I + A)t−s−1Bu(s) = z∗(t) and t = 0, 1, 2, . . . , n − 1, we

have 

C

C(I + A)

C(I + A)2

· · ·

C(I + A)n−1


y0 =



z∗(0)

z∗(1)

z∗(2)

· · ·

z∗(n− 1)


.

Now suppose rankO = n. Then, with known control u(t) and output z(t),
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y0 can be uniquely determined, and y0 ∈ Rn since rangeO = Rn. This means the

system is completely observable.

On the other hand, suppose the system is completely observable. This means

we can uniquely determine y0 from the system of equation



C

C(I + A)

C(I + A)2

· · ·

C(I + A)n−1


y0 =



z∗(0)

z∗(1)

z∗(2)

· · ·

z∗(n− 1)


.

This system represents rn equations of n unknowns y01, y02, . . . , y0n. Since the

solution set is unique, there exist at least n rows in O that are linearly independent,

and it follows that rankO = n.
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Example 3.3.3. A linear system is represented by

∆y(t) =


1 2 −1

−1 3 4

−2 1 1

 y(t) +Bu(t),

z(t) =

[
−2 1 0

]
y(t),

and we want to know whether this system is completely observable or not. The ob-

servability matrix of this system, by definition, is

O =


C

C(I + A)

C(I + A)2

 =


−2 1 0

−5 0 6

−22 −4 17


and

z(t) = Cy(t) = C(I + A)ty0 + C
t−1∑
s=0

(I + A)t−s−1Bu(s)

z(t)− C
t−1∑
s=0

(I + A)t−s−1Bu(s) = C(I + A)ty0.

Let z(t) − C
t−1∑
s=0

(I + A)t−s−1Bu(s) = z∗(t), which can be calculuated at every

point t if B, u(t), and z(t) are known. Let t = 0, 1, 2, then we have a first-order

system of linear equations


z∗(0)

z∗(1)

z∗(2)

 =


C

C(I + A)

C(I + A)2

 y0 =


−2 1 0

−5 0 6

−22 −4 17

 y0 = Oy0.

This system gives a unique solution for y0 since det(O) 6= 0 (which is equivalent

to rankO = 3), and the original system is completely observable.
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Chapter 4

THE DISCRETE FRACTIONAL MODEL

4.1 Variation of Constants Formula

4.1.1 The Scalar Equation

Before looking into the matrix equation, we first consider the scalar version of

the fractional difference equation of order ν

∆νy(t) = ay(t+ ν − 1) + f(t+ ν − 1), (4.1)

where a ∈ R, ν ∈ R, 0 < ν < 1, and t ∈ N0. We recall that ∆νy(t) = ∆(∆−(1−ν)y(t))

by the Riemann-Liouville formula from Section 2.9. The solution to this equation

helps us establish a similar formula for the matrix equation, on which the criteria for

controllability and observability are based.

Theorem 4.1.1 (Variation of Constants). The solution of the equation

∆νy(t) = ay(t+ ν − 1) + f(t+ ν − 1),

where t ∈ N0, a ∈ R, ν ∈ R, 0 < ν < 1, and y(ν − 1) = y0 is

y(t) = ŷ(t)y0 + (ŷ ∗ν−1 f)(t− 1), (4.2)
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where

ŷ(t) =
∞∑
i=0

ai

Γ((i+ 1)ν)
(t+ i(ν − 1))((i+1)ν−1). (4.3)

Proof. To verify this is indeed the solution of (4.1), we first apply R0-transform to

both sides of (4.1).

R0(∆
νy(t)) = aR0(y(t+ ν − 1)) +R0(f(t+ ν − 1)).

Applying Lemmas 2.10.2 and 2.10.3 to the right-hand side and left-hand side

respectively, we get

sνRν−1(y(t))− y(ν − 1) =
a

(s+ 1)1−ν
Rν−1(y(t)) +

1

(s+ 1)1−ν
Rν−1(f(t))(

sν − a

(s+ 1)1−ν

)
Rν−1(y(t)) = y0 +

1

(s+ 1)1−ν
Rν−1(f(t))

Rν−1(y(t)) =
y0

sν − a

(s+ 1)1−ν

+
Rν−1(f(t))

(s+ 1)1−ν
(
sν − a

(s+ 1)1−ν

) .

Now if we apply Rν−1 to both sides of the variation of constants formula (4.2),

we have

Rν−1(y(t)) = Rν−1(ŷ(t))y0 +Rν−1((ŷ ∗ν−1 f)(t− 1)).

So to complete the verification, we need to show that

Rν−1(ŷ(t)) =
1

sν − a

(s+ 1)1−ν

and

Rν−1((ŷ ∗ν−1 f)(t− 1)) =
Rν−1(f(t))

(s+ 1)1−ν
(
sν − a

(s+ 1)1−ν

)
=

1

(s+ 1)1−ν
Rν−1(ŷ(t))Rν−1(f(t)).
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Applying the definitions of Rt0 and ŷ(t) given by (2.9) and (4.3), respectively,

with t0 = ν − 1, we have

Rν−1(ŷ(t)) =
∞∑
i=0

[
∞∑

t=ν−1

(
1

s+ 1

)t+1
ai

Γ((i+ 1)ν)
(t+ i(ν − 1))((i+1)ν−1)

]
.

Here with the change of variable t+ i(ν − 1) = u, or t = u− iν + i, we get

Rν−1(ŷ(t)) =
∞∑
i=0

 ∞∑
u=(i+1)ν−1−i

(
1

s+ 1

)u+1−iν+i
ai

Γ((i+ 1)ν)
u((i+1)ν−1)


=
∞∑
i=0

 ∞∑
u=(i+1)ν−1

(
1

s+ 1

)u+1
u((i+1)ν−1)

Γ((i+ 1)ν)

ai

(s+ 1)i(1−ν)

 .
The assumption that t(r) = 0 if t + 1 − r ∈ {0,−1,−2, . . . } from Section 2.4

means u((i+1)ν−1) = 0 if u = ((i+ 1)ν − 1− i and i ≥ 1. This allows us to change the

lower limit of the inner summation to u = (i+ 1)ν − 1.

By Lemma 2.10.1, we have

∞∑
u=(i+1)ν−1

(
1

s+ 1

)u+1
u((i+1)ν−1)

Γ((i+ 1)ν)
=
R(i+1)ν−1(u

((i+1)ν−1))

Γ((i+ 1)ν)
=

1

s(i+1)ν
,

and thus

Rν−1(ŷ(t)) =
∞∑
i=0

ai

(s+ 1)i(1−ν)s(i+1)ν

=
1

sν

∞∑
i=0

(
a

(s+ 1)1−νsν

)i
.

Here we will assume that

∣∣∣∣ a

(s+ 1)1−νsν

∣∣∣∣ < 1, and by applying the property
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∞∑
k=0

ark =
a

1− r
for |r| < 1 of the geometric series, we have

Rν−1(ŷ(t)) =
1

sν
1

1− a

(s+ 1)1−νsν

=
1

sν − a

(s+ 1)1−ν

.

Next, applying Rν−1 to (ŷ ∗ν−1 f)(t− 1), we have

Rν−1((ŷ ∗ν−1 f)(t− 1)) =
∞∑

t=ν−1

[(
1

s+ 1

)t+1

(ŷ ∗ν−1 f)(t− 1)

]
.

Evaluating (ŷ ∗ν−1 f)(t−1) at t = ν−1 using the definition of the convolution

product given by (2.10), we find that it is 0. Thus we have

Rν−1((ŷ ∗ν−1 f)(t− 1)) =
∞∑
t=ν

[(
1

s+ 1

)t+1

(ŷ ∗ν−1 f)(t− 1)

]

=
∞∑

t=ν−1

[(
1

s+ 1

)t+2

(ŷ ∗ν−1 f)(t)

]

=
1

s+ 1

∞∑
t=ν−1

[(
1

s+ 1

)t+1

(ŷ ∗ν−1 f)(t)

]

=
1

s+ 1
Rν−1((ŷ ∗ν−1 f)(t)),

and by Lemma 2.11.1 we have

Rν−1((ŷ ∗ν−1 f)(t− 1)) =
1

(s+ 1)1−ν
Rν−1((ŷ(t))Rν−1((f(t)).

We have verified that the Rν−1-transform of the variation of constants for-

mula agrees with the Rν−1-transform of the original equation term-by-term, and thus

completed this proof.
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Note: The function ŷ(t) is specified by the parameter a, therefore we may

use the notation ŷa(t) when we want to distinguish between different ŷ(t) functions

that are specified by different parameter a’s. Also, in the scope of this thesis, we

assume that a and ν are chosen so that ŷ(t) converges. The condition under which

ŷ(t) converges is discussed in [2].

4.1.2 The Discrete Fractional System

Now that we have verified the solution of the scalar discrete fractional equation

(4.1), we will use a similar approach to verify the solution of the matrix equation

∆νy(t) = Ay(t+ ν − 1) + f(t+ ν − 1), (4.4)

where y(ν− 1) = y0, A is an n×n matrix, and y(t+ ν− 1) and f(t+ ν− 1) are n× 1

matrices.

Theorem 4.1.2 (Variation of Constants). The solution of the system given by

∆νy(t) = Ay(t+ ν − 1) + f(t+ ν − 1),

where t ∈ N0, ν ∈ R, 0 < ν < 1, A is an n× n matrix, y(t+ ν − 1) and f(t+ ν − 1)

are n× 1 matrices, and y(ν − 1) = y0, is

y(t) = ŷA(t)y0 + (ŷA ∗ν−1 f)(t− 1), (4.5)

where

ŷA(t) =
∞∑
i=0

Ai

Γ((i+ 1)ν)
(t+ i(ν − 1))((i+1)ν−1). (4.6)

Proof. Similar to what we did in the scalar case, we start by applying R0 to both
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sides of (4.4), then apply Lemmas 2.10.2 and 2.10.3.

R0(∆
νy(t)) = AR0(y(t+ ν − 1)) +R0(f(t+ ν − 1))

sνRν−1(y(t))− y(ν − 1) =
A

(s+ 1)1−ν
Rν−1(y(t)) +

1

(s+ 1)1−ν
Rν−1(f(t))

(
sνI − A

(s+ 1)1−ν

)
Rν−1(y(t)) = y0 +

1

(s+ 1)1−ν
Rν−1(f(t))

Rν−1(y(t)) =

(
sνI − A

(s+ 1)1−ν

)−1
y0 +

(
sνI − A

(s+ 1)1−ν

)−1
Rν−1(f(t))

(s+ 1)1−ν
.

Then, we want to show that

Rν−1(ŷA(t)) =

(
sνI − A

(s+ 1)1−ν

)−1

and

Rν−1((ŷA ∗ν−1 f)(t− 1)) =

(
sνI − A

(s+ 1)1−ν

)−1
Rν−1(f(t))

(s+ 1)1−ν

=
1

(s+ 1)1−ν
Rν−1(ŷA(t))Rν−1(f(t)).

These results can be acquired by going through essentially the same steps as

in the scalar case, and the verification is complete.

Note: As we work through Rν−1(ŷA(t)), we will run into
∞∑
i=0

(
A

(s+ 1)1−νsν

)i
,

which is a geometric series of a matrix. It can be proved that the series
∞∑
i=0

Ai of

a matrix A converges if and only if the spectral radius of A is less than 1, through

working with the Jordan canonical form of A [9], and it converges to (I −A)−1. This

is the same for ŷA(t). In the scope of this thesis, we proceed under the assumption

that ŷA(t) converges.

In order to investigate the controllability and observability of the matrix sys-
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tem, we want to express ŷA(t) in a different form than an infinite sum. First, we

notice that
1

(s+ 1)1−ν

(
sνI − A

(s+ 1)1−ν

)−1
is in fact R0(ŷA(t)) by Lemma 2.10.3.

By taking the inverse R0-transform of this expression, we can express ŷA(t) in terms

of several scalar functions ŷa(t), where a is a number. To demonstrate this process,

let us work through the following example.

Example 4.1.3. Given A =

 0.5 0.1

−0.2 0.2

, with eigenvalues λ1 = 0.3, λ2 = 0.4, we

want to find R−10

(
1

(s+ 1)1−ν

(
sνI − A

(s+ 1)1−ν

)−1)
.

We have:

sνI − A

(s+ 1)1−ν
=

1

(s+ 1)1−ν

sν(s+ 1)1−ν − 0.5 −0.1

0.2 sν(s+ 1)1−ν − 0.2

 .

As M−1 =
adj(M)

|M |
for a square matrix M , we have

(
sνI − A

(s+ 1)1−ν

)−1
=

=
(s+ 1)1−ν

(sν(s+ 1)1−ν − 0.3)(sν(s+ 1)1−ν − 0.4)

sν(s+ 1)1−ν − 0.2 0.1

−0.2 sν(s+ 1)1−ν − 0.5

 .
Therefore

1

(s+ 1)1−ν

(
sνI − A

(s+ 1)1−ν

)−1
=

=
1

(sν(s+ 1)1−ν − 0.3)(sν(s+ 1)1−ν − 0.4)

sν(s+ 1)1−ν − 0.2 0.1

−0.2 sν(s+ 1)1−ν − 0.5
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=
1

sν(s+ 1)1−ν − 0.3

1 0

0 1

+

+
1

(sν(s+ 1)1−ν − 0.3)(sν(s+ 1)1−ν − 0.4)

 0.2 0.1

−0.2 −0.1


=

1

sν(s+ 1)1−ν − 0.3

1 0

0 1

+

+10

(
1

sν(s+ 1)1−ν − 0.4
− 1

sν(s+ 1)1−ν − 0.3

) 0.2 0.1

−0.2 −0.1


Here we apply R−10 to each term and get the final result:

ŷA(t) = ŷ0.3(t)

1 0

0 1

+ 10 (ŷ0.4(t)− ŷ0.3(t))

 0.2 0.1

−0.2 −0.1



= ŷ0.3(t)

−1 −1

2 2

+ ŷ0.4(t)

 2 1

−2 −1

 .
Note: We notice that there is an analog between the final result and the result

we acquire when applying the Putzer Algorithm to calculate the matrix exponential

eAt.

4.2 Controllability

In this section we establish the criterion for controllability of the matrix dis-

crete fractional equation

∆νy(t) = Ay(t+ ν − 1) + f(t+ ν − 1),
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where y(ν − 1) = y0 and A is an n× n matrix. Also, f(t + ν − 1) can be written as

Bu(t+ ν − 1), where B is an n×m matrix and u(t+ ν − 1) is an m× 1 matrix.

The concept of controllability for this system is similar to that of the discrete

scalar system, which is the ability to transfer any initial state y0 to any desired final

state yf = y(T ) where T is finite.

We define the controllability matrix of this system as:

Ŵ = [ŷ(ν − 1)B ŷ(ν)B ŷ(ν + 1)B . . . ŷ(n+ ν − 2)B].

The dimension of Ŵ is n× nm.

Theorem 4.2.1. The system represented by ∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1)

is completely controllable ⇔ rankŴ = n.

Proof. First, suppose rankŴ = n. Plugging t = n + ν − 1 into the variation of

constants formula yields

y(n+ ν − 1) = ŷA(n+ ν − 1)y0 + (ŷA ∗ν−1 f)(n+ ν − 2)

y(n+ ν − 1) = ŷA(n+ ν − 1)y0 +
n+ν−2∑
s=ν−1

ŷ(n+ ν − 2− s+ ν − 1)Bu(s)

y(n+ ν − 1)− ŷA(n+ ν − 1)y0 = Ŵu(n),

where u(n) =



u(n+ ν − 2)

u(n+ ν − 3)

. . .

u(ν − 1)


.

rankŴ = n implies that rangeŴ = Rn, and therefore y(n+ ν − 1)− ŷA(n+

ν− 1)y0 ∈ rangeŴ. This means for any given initial state y0 and final state yf , if we

let yf = y(n+ ν− 1), then there exists u(n) such that yf − ŷA(n+ ν− 1)y0 = Ŵu(n),
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and the system is completely controllable.

On the other hand, suppose the system is completely controllable, and

rankŴ < n. rankŴ < n implies that rangeŴ ⊂ Rn. This means there exists

some yf ∈ Rn that cannot be reached regardless of y0 and u(n). This is a contradic-

tion to the initial assumption that the system is completely controllable. Therefore,

rankŴ = n, and the proof is complete.

Example 4.2.2. Consider the system ∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1) where

A =

 0.5 0.1

−0.2 0.2

 and B =

1

2

.

The controllability matrix is

Ŵ = [ŷA(ν − 1)B ŷA(ν)B].

From the previous example, we know that the eigenvalues of A are λ1 = 0.3

and λ2 = 0.4, and

ŷA(t) = ŷ0.3(t)

−1 −1

2 2

+ ŷ0.4(t)

 2 1

−2 −1

 .
Then

Ŵ = [ŷA(ν − 1)B ŷA(ν)B]

=

ŷ0.3(ν − 1)

−3

6

+ ŷ0.4(ν − 1)

 4

−4

 ŷ0.3(ν)

−3

6

+ ŷ0.4(ν)

 4

−4




=

−3ŷ0.3(ν − 1) + 4ŷ0.4(ν − 1) −3ŷ0.3(ν) + 4ŷ0.4(ν)

6ŷ0.3(ν − 1)− 4ŷ0.4(ν − 1) 6ŷ0.3(ν)− 4ŷ0.4(ν)

 ,
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and

det(Ŵ) = 12(ŷ0.4(ν − 1)ŷ0.3(ν)− ŷ0.4(ν)ŷ0.3(ν − 1)),

which is non-zero since ŷ0.3(ν) and ŷ0.4(ν) are linearly independent. This implies that

Ŵ has rank n. Therefore the given system is completely controllable.

4.3 Observability

Now we will discuss the observability of the system represented by


∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1),

z(t) = Cy(t),

(4.7)

where z(t) = Cy(t) is the output measurement, z(t) is an r × 1 matrix, and C is an

r × n matrix.

We define the observability matrix of this system as:

Ô =



Cŷ(ν − 1)

Cŷ(ν)

Cŷ(ν + 1)

· · ·

Cŷ(n+ ν − 2)


.

Theorem 4.3.1. The system represented by


∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1),

z(t) = Cy(t),

is completely observable ⇔ rankÔ = n
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Proof. We start by plugging the variation of constants formula into the equation of

the output:

z(t) = Cy(t) = C

[
ŷA(t)y0 +

t−1∑
s=ν−1

ŷA(t− 1− s+ ν − 1)Bu(s)

]

CŷA(t)y0 = z(t)− C
t−1∑

s=ν−1

ŷA(t− 1− s+ ν − 1)Bu(s)

= z1(t).

Let t = ν − 1, ν, . . . , n+ ν − 2, we have:



Cŷ(ν − 1)

Cŷ(ν)

· · ·

Cŷ(n+ ν − 2)


y0 =



z1(ν − 1)

z1(ν)

· · ·

z1(n+ ν − 2)


.

Now suppose rankÔ = n. Then given u(t) and a known z(t), y0 can be

determined uniquely and y0 ∈ Rn. This means the system is completely observable.

On the other hand, suppose the system is completely observable. Then y0 can

be uniquely determined from the system of rn equations from above. This system

yields a unique solution for y0, which means there exists at least n rows in Ô that are

linearly independent. This in turn means rankÔ = n, and the proof is complete.
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Chapter 5

CONCLUSION AND FUTURE WORK

Control theory has gained more and more attention as the world has become

more and more automated. Given a system, we want to know how well-behaved it is

and we want to have as much control over it as possible. In this regard, two important

properties of a system are controllability and observability.

We first provided key concepts and properties in the subject of discrete frac-

tional calculus. In the third chapter we established the criteria for controllability and

observability of the discrete system represented by


∆y(t) = Ay(t) +Bu(t),

z(t) = Cy(t).

In the fourth chapter, we first discussed the discrete fractional scalar equation

∆νy(t) = ay(t+ ν − 1) + f(t+ ν − 1)

and formulated its solution. With this formula, as well as the criteria for the dis-

crete system, we proceeded to establish the criteria for the discrete fractional system

represented by 
∆νy(t) = Ay(t+ ν − 1) +Bu(t+ ν − 1),

z(t) = Cy(t),

where 0 < ν < 1. These criteria turned out to be much similar to those in the discrete
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case. A notable result is that the solution for the state of the system, on which the

criteria are based, become more involved in the fractional case. In the solution of the

fractional system, we made use of a special function given by

ŷA(t) =
∞∑
i=0

Ai

Γ((i+ 1)ν)
(t+ i(ν − 1))((i+1)ν−1).

This is the matrix counterpart of the so-called discrete Mittag-Leffler function [2].

Here, a promising idea is to follow up with investigation of the discrete time-

variant system, which is given by


∆y(t) = A(t)y(t) +B(t)u(t),

z(t) = C(t)y(t) +D(t)u(t),

where the coefficient matrices are time-dependent. It would be interesting to see how

different the solution of the state equation becomes and what special function it relies

on.

These results would then be our basis to move on to the discrete fractional

time-variant system


∆νy(t) = A(t)y(t+ ν − 1) +B(t)u(t+ ν − 1),

z(t) = C(t)y(t) +D(t)u(t),

where t is a positive integer.
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