
Western Kentucky University
TopSCHOLAR®

Masters Theses & Specialist Projects Graduate School

12-1975

A Casual Analysis of the Relationship between
Students' Expected Grades & Their Ratings of an
Instructor
Dianne Willoughby
Western Kentucky University

Follow this and additional works at: https://digitalcommons.wku.edu/theses

Part of the Psychology Commons

This Thesis is brought to you for free and open access by TopSCHOLAR®. It has been accepted for inclusion in Masters Theses & Specialist Projects by
an authorized administrator of TopSCHOLAR®. For more information, please contact topscholar@wku.edu.

Recommended Citation
Willoughby, Dianne, "A Casual Analysis of the Relationship between Students' Expected Grades & Their Ratings of an Instructor"
(1975). Masters Theses & Specialist Projects. Paper 2982.
https://digitalcommons.wku.edu/theses/2982

https://digitalcommons.wku.edu?utm_source=digitalcommons.wku.edu%2Ftheses%2F2982&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.wku.edu/theses?utm_source=digitalcommons.wku.edu%2Ftheses%2F2982&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.wku.edu/Graduate?utm_source=digitalcommons.wku.edu%2Ftheses%2F2982&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.wku.edu/theses?utm_source=digitalcommons.wku.edu%2Ftheses%2F2982&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/404?utm_source=digitalcommons.wku.edu%2Ftheses%2F2982&utm_medium=PDF&utm_campaign=PDFCoverPages


Willoughby,

Dianne

1975



A CAUSAL ANALYSIS OF THE RELATIONSHIP BETWEEN

STUDENTS' EXPECTED GRADES AND THEIR

RATINGS OF AN INSTRUCTOR

A Thesis

Presented to

the Faculty of the Department of Psychology

Western Kentucky University

Bowling Green, Kentucky

In Partial Fulfillment

of the Requirements for the Degree

Master of Arts

by

Dianne Willoughby

December 1975



A CAUSAL ANALYSIS OF THE RELATIONSHIP BETWEEN

STUDENTS' EXPECTED GRADES AND THEIR

RATINGS OF AN INSTRUCTOR

Approved

/ L

(Date)

Dean of the Graduate C9 lege

Recommended
(Date)

' Director of Thesis

r 



ACKNOWLEDGMENTS

This study has not been solely the product of the

writer. For this reason, acknowledgments are appropriate.

Thanks to my advisor, Dr. Ray Mendel, for initiating

the study, and for consultation during selected phases of

data collection and analysis. I appreciate the many read-

ings you gave my rough drafts and your suggestions for their

improvement.

Thanks also to Dr. Terry Dickinson for suggesting

the statistical analysis--an obscure method for assessing

causality which makes this more than just another study.

To Dr. John Faine, thanks for isolating the sample

classes and giving me access to the data. Your comments

and suggestions provided me with an interdisciplinary per-

spective on research which I hope to retain.

Additionally, thanks to Dr. Sam McFarland for serving

as a member of my committee.

Special thanks to Carolyn Marks and Dr. Tom Madron

for instruction, advice, and encouragement during tne com-

puter analysis phase of this study. You are both masters at

keeping your head when all around you are losing theirs. The

iii



technical advice I received from yOu runs a close second to

the moral support you provided.

To my husband, Michael Bridgman, I want to give the

final thanks. Being able to count on your constant encourage-

ment and willingness to help meant more to me than I can ex-

press.

iv



TABLE OF CONTENTS

ACKNOWLEDGMENTS   lii

LIST OF TABLES vi

LIST OF ILLUSTRATIONS   vii

Chapter
I. INTRODUCTION 1

Literature Review   2
Part 1: Reliability studies 2
Part 2: Validity studies   3
Part 3: Specific sources of rating bias 7
Part 4: Cross-lagged panel correlational

model 28
Problem   33
Hypotheses 34

II. METHOD   35

Sample 35
Questionnaire   35
Procedure   36
Analysis 37

Static correlation 41
Cross-lagged correlation 43
Dynamic correlation   44

III. RESULTS   46

Expected Grade and Single-Item Ratings 47
Expected Grade and Subscale Ratings   51

IV. DISCUSSION 53

APPENDIX

A. QUESTIONNAIRE   64

B. ANSWER SHEET 67

BIBLIOGRAPHY 69



LIST OF TABLES

1. Summary of Literature  27

2. Frequency Distributions  48

3. Results of Cross-Lagged Analysis 49

4. Obtained Pearson Product Moment Correlations • • 58

vi



LIST OF ILLUSTRATIONS

1. Basic Cross-Lagged Correlation Model   29

2. Applied Cross-Lagged Corrplation Model   42

vii



ANALYSIS OF THE RELATIONSHIP BETWEEN STUDENTS' Ex-
PLCTED GRADES AND THEIR RATINGS OF AN INSTRUCTOR

oughby August 1975 73 pages

cted by: R. M. Mendel, J. Faine. and S. McFarland

Department of Fsycnulogy western Kentucky Univerity

Is there a relationship between the grades students

expect to receivP 'n J course and the ratings they assign

their course instructor? If a relationship does exist, do

the students' grade expectations cause the ratings subse-

quently given the instructor? Data were collected at the be-

ginning and end of a srester, and a cross-lagged panel cor-

relational analysis was applied to two pairs of variables.

The first pair of variables, a single-item assessment of in-

structor effectiveness and a single-item record of each stu-

dent's expected grade, indicated a statistically significant

relationship between expected grades and the measure of in-

structor performance. This relationship was stronger at the

end of the semester than it was at the beginning, and cross-

lagged correlations indicated that students' expected grades

are causal contributors to the single-item overall instructor

ratings. The second variable pair included the same measure

of expected grade and a factor score measure of instructor

performance. The cross-lagged data from this variable pair

also showed a stronger grade-rating relationship at the end
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of the semester than at the beginning. However, the hypoth-

esis that expected grades cause factor-score instructor

ratings was not confirmed.
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CHAPTER I

INTRODUCTION

In the past twenty-five years, student evaluations

have become a widely used method of instructor performance

appraisal (Mueller, 1951; Gustad, 1961; Bassin, 1974). Many

studies have examined the properties of student evaluations

in order to determine whether or not the information these

evaluations provide is reliable, valid, and sufficiently

unbiased (Costin, Greenough and Menges, 1971). This paper

directs itself primarily to potential determinants of stu-

dent evaluations. The main focus is on the relationship

between expected grades and instructor rating. In order to

justify the selection of this potential determinant for in-

vestigation, as well as to provide the reader with an over-

view of current research in the area, the literature reviewed

in the first half of the following section is divided into

three parts.

Part 1 contains a summary of studies designed to

determine the reliability of student evaluations. Although

the results of studies reported in this section are deter-

mined more by the skill with which the evaluation instrument

1
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Is developed than by the characteristics of the student

raters, consistency of results across instruments can be

demonstrated. Part? contains studies which address the

Issue of validity. The construct validity of student eval-

uations can be determined by the extent to which these eval-

uations weasure the construct "teacher performance." A

method frequently used to test the construct validity of

student evaluations involves comparing these evaluations with

other accepted measures of teacher performance to determine

the extent to which the two agree. Part 3 discusses poten-

tial sources of bias and reviews research related to the

causal relationship between expected grades and instructor

ratings.

Literature Review 

Part 1: Reliability studies 

Opponents of student evaluations claim students are

not well qualified as raters on the grounds that their ratings

are not stable over time. However, studies designed to ex-

amine the stability of student ratings typically refute

claims of unreliability (Kohlan, 1973; Centra, 1973).

Guthrie (1954) found correlations of .87 and .89 between

student rankings of the quality of their teachers from one
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year to the next. He also reported that such judgments

were more stable than faculty judgments of teaching quality

In the same instructors.

Lovell and Haner (1955) computed split-half relia-

bility on student ratings obtained using a forced choice

rating scale and reported a mean even-odd item correlation

(after Spearman-Brown correction) of .88. In another study,

Voeks and French (1960) reported high inter-rater agreement

on student ratings of instructors obtained at the same point

in time (.94) and on ratings made two years apart by differ-

ent groups of students (.87). Although each of these studies

employed different evaluation instruments, the consistency

with which reliable results were obtained suggests that when

care is taken in the development of the instrument to be used

for faculty evaluation, student raters can provide consistent

ratings (Hall, 1965; McKeachie, 1969).

Part 2: Validity studies

Another criticism of student ratings involves the

ability of students to accurately judge their instructors'

performance. The accuracy with which such judgments are

made is an indication of the construct validity of student

ratings. Typically, convergent validity, which involves the
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comparison of the method in question with other proven

methods of evaluation, is employed to compare students'

ratings with established measures of instr6ctor effective-

ness.

Guthrie (1949, 1954) compared student ratings with

ratings maoe by an instructor's peers and reported correla-

tions ranging from .30 to .53. Using the same evaluation

forms, and virtually the same method, Webb and Nolan (1955)

obtained student evaluations and peer ratings for a group

of university instructors. In addition, they also collected

instructor self-ratings for the same group of instructors.

They reported a significant correlation between instructor

self-ratings and student ratings (.62), but no relationship

was obtained between ratings assigned by students and those

assigned by peers. These apparently conflicting results

cannot be easily explained. Both studies employed the same

evaluation form and, except for the addition of self-ratings

by Webb and Nolan, the same method.

McKeachie and Soloman (1958) compared student ratings

with a more objective criterion of teacher performance. They

reasoned that better teachers should generate interest in the

subject area more effectively than teachers with less skill.
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"Interest in the area" was defined as the percentage of each

Instructor's students who enrolled in advanced courses in

the department after completing an introductory course. In-

structor ratings were obtained during the last week of

classes for each introductory course. Nonparametric corre-

lat.!ons obtained between instructors' rank-order on the two

measures ranged from -.47 to +.63. These results indicate

that some teachers who are highly rated by their students

tend to generate student interest in the subject area while

others do not. McKeachie and Soloman (1958) suggest that a

study designed to identify moderator variables, which might

influence the obtained relationship (such as student's abil-

ity or course difficulty), would be helpful in explaining

these results.

A third question relating to the construct validity

of student ratings concerns the students' ability to accu-

rately assess the long-term value of their courses. Every-

one has, at one time, heard a former student remark, "I just

hated Professor Jones, but now I realize how much I learned

in her class." Remmers and Drucker (1950) designed a study

to assess the truth of this statement. They sought to deter-

mine if the students' ratings and ratings assigned by alumni
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ten years after graduation were significantly different.

Questionnai.es were mailed to all alumni of a small univer-

sity who graduated in a given year requesting each respondent

to identify the "best" and "worst" teacher in the department

of the respondent's major, and in the university as a whole.

The university's instructors were assigned a rank based on

the total number of "best" and "worst" replies assigned to

each by the respondents. When this rank ordering of instruc-

tors was compared (via nonparametric correlation) with the

rank order assigned the same instructors by students cur-

rently enrolled in the university, the result was a positive

correlation of moderate strength (.40 to .68). Remmers and

Drucker (1950) concluded that students are able to assess

the value of a course in much the same way as alumni who

have been out of college for ten years.

These studies bring up another question regarding

the use of student evaluations. If student ratings generally

are significantly correlated with other methods of instructor

performance appraisal, why is it necessary to administer

them? Costin, Greenough and Menges (1971) reviewed a group

of studies designed to provide information concerning the

construct validity of this method of appraisal. They
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summarized their report zy favoring the continued and ex-

panded use of student evaluations. They stated that although

positive correlations are typically obtained between student

ratings and other measures of instructor performance, these

correlations are such that student ratings can be shown to

provide unique variance not accounted for by any other method

of performance appraisal.

McKeachie (1969) agrees with the conclusion drawn by

Costin et al. (1971). He suggests that since students have

a personal investment in the quality of the instruction they

receive, and their ratings are based on an almost limitless

opportunity for observation, student ratings can become a

valuable source of information for instructors, students,

and administrators alike. Not all investigators are this

supportive, however. Many studies have investigated the in-

fluence of rating bias in student evaluations.

Part 3: Specific sources of
rating bias

Heilman and Armentrout (1936) addressed the issue of

rating bias in an extensive investigation of potential deter-

minants of student ratings. In the course of their research,

they identified several variables which they believed could
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influence the outcome of a student evaluation. Among these

were several variables of "legitimate" influence, such as

"instructor's training," and "previous teaching exnerience,"

and several other variables whict- can best be describe as

sources of bias. Some of the potential bias producing vari-

ables were: difficulty of course subject matter, class size,

instructor's personal characteristics such as sex and tempera-

ment, whether the course was required or elected, maturity or

grade level of the raters, and instructor's grading leniency.

Although none of tne variables investigated by Heilman and

Armentrout (1936) were found to be significantly related to

the results of student evaluations, the issue was not re-

solved to the satisfaction of all potential users, and in-

vestigation continues.

Of the sources of bias identified by Heilman and

Armentrout (1936), grading leniency has emerged as a popularly

recurring topic of investigation (Heilman and Armentrout not-

withstanding), possibly because its influence is difficult to

dismiss in light of inconsistent statistical evidence. This

inconsistent evidence is partially due to differences in the

evaluation forms used in each study, and the times during the

semester when the ratings were made. Although published



studies uniformly name the eval,Jation instrument which was

employed, often information regarding the time of the in-

strument's administration is not provided.

Another characteristic which contributes to the con-

fusion concerns tne way each investigator operationalizes

the variables chosen for examination. "Instructor rating"

has been variously defined as a single-global assessment,

total score on a questionnaire, scores on subscales of the

total instrument, or any combination of the above. Similarly,

"student grade" has been defined as the actual grade assigned

each student in the course being rated, student-reports of

the grades they expect to earn in the class, students' CPA,

or "instructor's CPA." (The latter is determined by aver-

aging all grades assigned by an instructor over a given period

of time.) In the present discussion, studies which employ a

common definition of each variable are grouped together.

Actual course grades and total instrument scores. In

one of the first studies designed to focus on the relation-

ship between student grades and instructor ratings, Remmers

(1928, 1930) administered a student evaluation questionnaire

to seventeen university classes. The administration took

place after mid-term. Although students were not asked to
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sign their evaluation forms, when the ratings were completed

names were read of students whose course grade to date was

"above the class average"; and these students were told to

make an X at the top of their arswer sheets. A biserial

correlation computed between ratings assigned by the "above

average" group and ratings assigned by the remainder of the

class was not statistically significant (Remmers, 1930).

Russell and Bendig (1954) and Remmers, Martin, and

Elliott (1949) conducted similar investigations into the

grade-rating relationship. The two studies were comparable

in design, with one exception: Remmers et al. (1949) used

class means to obtain measures of both grades and ratings

while Russell and Bendig (1954) focused on the individual 

student rather than the class. Both studies began by devel-

oping a regression equation for predicting letter grades in

introductory level courses from college entrance exam scores.

The regression equations were then employed to identify

classes (Remmers et al., 1949) or individuals (Russell and

Bendig, 1954) who were earning course grades significantly

above or below the course grades predicted from the equation.

Both studies examined the college entrance exam score dis-

tributions for all subjects and concluded on the basis of
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chi-square analysis that no significant differences in abil-

ity existed across achievement groups. Ratings made by the

overachieving classes or individuals were compared with

ratings made by the underachieving classes or individuals.

When the class mean was the primary unit of analysis, sig-

nificant between group differences were obtained on twenty-

three of the twenty-four subscales of the evaluation instru-

ment (Remmers et al., 1949). When individuals rather than

classes were examined, significant (between-subject) differ-

ences in rating occurred on the total evaluation score

(Russell and Bendig, 1954). In both cases, overachievers

gave more favorable ratings. The conclusion drawn in both

reports suggests that the grade-rating relationship is more

apparent when the students' achievement level is statisti-

cally controlled.

Actual grades and subscale scores. Several of the

more recent studies have employed factor analysis to iden-

tify separate components of teaching behavior. Many eval-

uation instruments contain subscales of items which evaluate

the course rather than the instructor. When results are

reported in terms of a "total instrument score" it is not
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possible to determine how much of the reported relationship

:s due to course content measurerents rather than instructor-

related reasurements. However, even when this distinction is

made, results of the analysis rer-ain inconclusive.

This characteristic of inconclusive results is em-

phasized in an examination of two articles written by the

same author (Bendig, 1953a, 1953b). Bendig (1953a) collected

instructor ratings from students in six sections of introduc-

tory psychology. These ratings were compiled separately on

tl-e basis of letter grades earned to date of rating by stu-

dents in each section. Because the evaluation instrument

employed in his study provides separate scores for "instruc-

tor rating" and "course rating," Bendig (1953a) obtained

separate correlations between students' grades and each fac-

tor. A significant correlation (r = +.38) was reported be-

tween students' grades and their ratings of the course, while

a nonsignificant correlation (r = +.14) was reported between

students' grades and instructor ratings.

In his second article, Bendig (1953b) re-examined his

data using factor analysis. Two factors emerged in place of

overall "instructor rating," as defined in the first report

(Bendig, 1953a). These factors were differentially related
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to the grades earnt0 Ly the stuorrts who did the ratings.

Factor II, Instructor Empathy, showed no relationship to the

mean grade assigned by the instructor. Factor I, Instruc-

tional Competence, was negatively correlated (-.80) with the

mean class grade assigned by the instructor, indicating that

the students earning the highest grades gave the most criti-

cal ratings. Since both articles were based on the same

data, the inconsistent results are especially difficult to

explain. One plausible interpretation of these reports sug-

gest!. that the definition of the variables examined in e
ach

case determined the outcome of the analysis. It is possible

that the effects of the two factors, Instructor Empathy and

Instructional Competence, "cancel each other" so that no re-

lationship was obtained between tne "instructor rating" which

was a composite of the two, and student grade in the first

study. When the variable "instructor rating" was more pre-

cisely defined, in terms of its principle factors, the sig-

nificant relationship between one of these factors, Instruc-

tional Competence, and student grade was obtained. Through

a process of successively redefining variables in ter
ms of

their principle components, it may be possible to ide
ntify

factors which show consistent relationships with sour
ces of
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bias such as students' qrades.

Instructor CPA and total scores. Another method of

operationalizing student grades involves the determination

of tne average grade assigned by each instructor over a

period of two or more semesters. Investigators who define

student grades in this way believe that "instructor's CPA"

yields a measure of student grades that is not subject to

the error involved in student self-report. Voeks and French

(1960) approached the problem with this orientation. In

their study, they computed rank crder correlations for three

hundred instructors who had been ranked on three criteria:

(1) percentage A and B grades assigned in previous semesters;

(2) percentage Band E grades assigned in previous semesters;

and (3) total score on a student evaluation (where the pro-

fessor scoring highest was ranked #1, etc.). Correlations

between the two measures of grade and the total score were

both nonsignificant. Voeks and French (1960) concluded that

for classes on the whole, there was no relationship between

an instructor's grading leniency and his standing on a stu-

dent evaluation.

In order to determine whether results obtained from

the total group of three hundred were consistent in special
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Lases, the authors performed an analysis of the data col-

lected from those instructors whose student ratings were

considered extreme. Twenty instructors ranked either "best"

or "worst" in each of ten departments were selected for the

second phase of analysis. For each instructor, the rean of

all grades assigned the previous term was computed, and com-

parisons were made between the ten "best" instructors' GPAs

and the ten "worst" instructors' GFAs. Obtained differences,

although not significant, were in the direction of a positive

grade-rating bias. In light of these results, a third ap-

proach to the question was devised. Sixteen classes were

selected in which repeated measures had shown a significant

(three decile) increase in student ratings of the instructor.

The GPAs of these instructors were then examined across semes-

ters in order to determine whether a corresponding increase

in the average grade assigned by the instructor could be iden-

tified. Based on the results of a chi-square analysis, no

significant relationship was reported.

In this series of studies, Voeks and French (1960)

have examined student ratings in order to determine what in-

fluence, if any, grading leniency has on their results. The

three tests Voeks and French employed failed to provide
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evidence for a relationship between t'it two variables. Stu-

dent ratings were examined for three hunortd university

faculty and no differences in ratings were obtained based on

Instructor GPA. When the "best" and "worst" instructor

groups were identified on the basis of student ratings, no

significant differences were obtained in the average instruc-

tor GPA across groups; and instructors whose student ratings

showed improvement across semesters did not have a corre-

sponding increase in instructor GPA. When reviewing these

results, the variable definitions should be considereo. As

Bendig (1953a, b) has shown, "total score" on an evalation

instrument can reflect aspects of the course not directly

related to the instructor's skill.

In a less elaborate study, Anikeeff (1953) compared

student ratings of instructors with the instructor's GPA from

the previous semester. Results, reported by grade level,

show a strong correlation (.73) between an instructor's

rating and the average grade he assigned underclassmen. The

relationship is less strong for juniors and seniors (.43).

A recent investigation by Bassin (1974) employing

similar definitions of instructor rating and instructor GPA

reported low corre7ations between the two variables across
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sixty-three instructors. Instructor GPA ranged fror 2.1 to

2.8 on a 4.0 scale. In this study, grading leniency ac-

counted for ;ess than 10 percent of the variance in obtained

instructor ratings. This low relationship may be due, in

part, to the lack of variance in instructor GPA. However,

Bassin (1974) suggests that even this low correlation can

have a dramatic influence on obtained ratings. An example

was given in which increasing an instructor's GPA from 2.0

to 2.5, while holding all other variables statistically con-

stant, resulted in a rating increase from the 30th to the

62nd percentile.

Few substantive conclusions can be drawn on the

basis of studies reported in this section. Voeks and French

(1960) reported no significant relationship between ratings

and instructor CPA although they employed three separate

designs in their investigation. Anikeeff (1953) reported

moderate to high correlations, and Bassin (1974) reported

correlations which, although quite low, were of practical

significance. The differences in the strength of the rela-

tionships reported in these studies are probably a function

of the evaluation instruments employed by each investigator.

Because the total score on an evaluation frequently includes
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variance not directly attributable to the instructor, and

evaluation instruments differ in the amount of variance

each component is responsible for, it is possible that the

investigators reviewed above were not examining exactly the

same thing. Fcr exarple, Anikeeff's (1953) instrument in-

cluded fifteen teacher-behavior dimensions while Bassin's

(1974) included only five. Their results might have been

more consistent had their variable definitions agreed.

Expected grades and subscole scores. The studies

reported thus far have focused on grades actually earned by

the student or grades actually assigned by the instructor

(:nstructor GPA). Several authors have suggested that a

more realistic source of potential rating bias is the yrdde

the students expect to make in the course at the time the

ratings are taken. If student ratings are influenced by

the rater's expected  _grade, studies which have examined

final course grades will reflect this bias only to the ex-

tent that student grade estimates accurately predict grade

outcomes. If, as Schuh and Crivelli (1973) suggest, student

ratings are a method of reprisal leveled at instructors on

the basis of the grades the students are assigned, then it
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Is the grade the student expects to make in the course at

the time when the ratings are made (rather than the grade

each student ultimately receives) which influences that stu-

dent's rating of the instructor. For example, in a class

where ratings are made two weeks before the end of a semes-

ter and only one test (a mid-term) has been given, student

ratings may be highly related to the final grades the stu-

dents expect to make based on their grades at mid-term.

However, if scores on the final exam significantly change

the students' standings in the course, the influence of this

"adjusted" grade expectation (or final grade) can not possi-

bly affect ratings which were made before the exam was given.

(Jtatistical support for this reasoning is provided

by Blum (1936). When students were asked to predict their

final course grades, the accuracy of their predictions

steadily increased as the semester progressed. Immediately

before tne final exam, predictions were 70 percent accurate.

However, immediately after the final exam had been taken,

the accuracy of student prediction increased to better than

85 percent (Blum, 1936).

In order to minimize the error associated with the

discrepancy between expected grades and grades actually
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assigned, seieral researchers have selected "expected grade"

as the variable to be examined. In one such study. Gaverick

ahd Carter (1962) submitted instructor ratings to cluster

analysis. Two clusters of items were derived from the total

instrument and identified by the authors as "necessary and

sufficient to account for the principle trends" among re-

sponses to the rating form. The first cluster contained

Items related to expected course grade, and the second clus-

ter included items related to general instructor effective-

ness. Because the rationale underlying the cluster-analysis

technique involves identifying a "minimal number of most 

nearly independent clusters which describe the general proper-

ties of the variable in question" (Tryon, 1958, p. 3), it is

not surprising that the two clusters identified by Gaverick

and Carter (1962) were not significantly correlated. Gaverick

and Carter obtained their data from students in one large

(n = 164) introductory class only a short time before the

end of the semester.

Echandia (1964) also obtained data from one large in-

troductory class by asking students to rate their instructor

only weeks before the end of the semester. When the results

of this evaluation were submitted to principle component
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factor analysis, three factors emerged. Cne factor con-

tained items related to students' expected grades, a second

factor described the instructor's classroom efficiency, and

a third factor represented affective teacher-student rela-

tionships. Students' expected grades were significantly re-

lated to instructor efficiency factor scores; students who

received higher grades had a significantly higher mean for

total scores given the instructor on the efficiency factor.

The correlation between these factors was also significant

(r = .74). No significant relationships were obtained be-

tween the expected grade factor and the factor measuring

affective interaction.

Although Gaverick and Carter (1962) and Echandia

(1964) were addressing similar questions, their methods of

analysis make comparisons of their results difficult. It

is possible that had Gaverick and Carter refined their "gen-

eral instructor effectiveness" cluster into its component

parts, they might have identified two factors which parallel

those described by Echandia (1964). In these studies, as

well as those by Bendig (1953a, 1953b), it appears that re-

lationships which exist between grades and specific compo-

nents of instructor effectiveness can be obscured when a
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composite rating of instruction (rather than the component

factors) is chosen for investigation.

Further evidence in support of this point is pro-

vided by Weaver (1960). In this study, instructor evalua-

tion forms were administered to thirty-nine classes taught

by twelve instructors. After the evaluations were collected,

they were sorted into four groups on the basis of expected

grade, and the mean ratings assigned the instructors by each

group were compared. Weaver reported a significant relation-

ship between expected grade and scores on items related to

instructor competence. A similar relationship was not ob-

tained between expected grades and items related to teacher

personality, or between expected grade and the total evalua-

tion score.

Caffrey (1969) reported comparable results based on

an analysis of two factors identified as principle components

of the student evaluation form used in his study. The factor

which defined instructor competence was reported to be sig-

nificantly related to expected grades, while the factor

describing the affective abilities of instructors failed to

reach significance.
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Course grades and single-item global ratings.

Several studies have exarined the relationship between a

global rating of overall instructor effectiveness and grades

the raters expected or received. Kooker (1968) analyzed the

responses students gave ti an item designed to assess "over-

all" instructor effectiveness, in terms of the grades stu-

dents had earned in the course. For each level, freshman

through senior, a significant difference was obtained in

overall instructor rating as it was assigned by groups of

students earning different grades in the course. As a com-

ment on his results, Kooker (1968) suggests that students

may form impressions early in a course which consistently

affect the students' responses to the course content, and

subsequently, each student's performance. On the basis of

available data, however, it cannot be determined what oper-

ates to produce the relatiunship Kooker obtained.

Treffinger and Feldhu_en (1970) examined the re-

sults of a university-wide student evaluation of instruction.

Using multivariate analysis, they identified a moderate re-

lationship between expected graues and an overall rating of

instructional effectiveness (r = .39). Data for this analy-

sis were obtained from one large class (n = 192) based on
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ratings of the class instructor ode at the end of a se -es-

ter. No significant similarities were found, however, be-

tween these end-of-semester ratings and ratings the same

students had made earlier in the semester regarding the "gen-

eral quality of instruction in the university as a whole."

Treffinger and Feldhusen (1970) suggest these findings repre-

sent complex patterns of interaction between the students'

initial impressions of the course (based on hearsay, and the

climate of the university or department), cognitive and af-

fective characteristics of the class as a whole, and in-

structor performance. They conclude their remarks with the

recommendation that an analysis of the extent to which each

student's final rating of the instructor has changed from

nis initial impression of the instructor is necessary in

order to more clearly describe the impact of their findings

(Treffinger and Feldhusen, 1970).

In a less elaborate design, Schuh and Crivelli (1973)

asked students in one large class to rate their instructor's

performance by assigning him a letter grade. On the same

card, the raters were asked to record the letter grade they

expected to make in the class. The evaluation was conducted

after the students had been told of their mid-term grades.
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Ratings were collected and divided into four groups on the

basis of the grade expected by the raters (A, B. C. D). The

distributions of grades given the instructor by students in

each group were then compared via analysis of variance and a

significant rating difference Was reported between groups.

Scnuh and Crivelli (1973) reflect upon their results in the

following remarks:

Clearly a small but significant portion of the variance
in the student's ratings of faculty teaching effective-
ness is a reflection of the student's mid-term grade.
A suitable term for this source of bias in rating should
imply the mirroring back to the supervisor of his evalua-
tion of the subordinate's performance. Webster's
Seventh New Collegiate Dictionary (1967) was consulted
under terms with the connotation of reflecting blame.
Animadversion was defined as a term implying criticism
prompted by prejudice or ill will, hence, the adoption
of the term animadversion to describe the error. (p. 259)

They suggest that the effect of animadversion error

in student evaluation of teaching might be reduced if such

evaluations were administered early in the semester before

any examinations are given, thus depriving the rater of the

"contamination information," that is, performance feedback

in the form of a grade.

In summary, the literature concerning the relation-

ship between student grades and instructor ratings is incon-

sistent and inconclusive. The inconsistency arises from the
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multitude of definitions employed by investigators, all of

whom claim to be testing fundamentally the same relationship.

Grades have been defined as actual course grade to date of

rating, expected grade at time of rating, or average grade

assigned by the instructor who is rated. Similarly, as

stated before, instructor rating has been defined as total

instrument score, score on a factor scale within the total

Instrument, or a single item score reflecting overall teach-

ing effectiveness.

Even in those studies which employ similar defini-

tions of each variable, the results are often conflicting

due to differences in evaluation instruments, a restricted

range of scores on one or both variables, or the omission

of information in the report regarding when the evaluations

were made or how the data were grouped (by class or by stu-

dent) for analysis. Such studies may report significant

grade-rating relationships and yet add little to our under-

standing of these relationships. Table 1 summarizes the

literature reviewed to this point.

An unwarranted assumption often made by investiga-

tors who report a significant relationship between student

ratings and grades concerns the issue of causality (Treffinger
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TABLE 1

SUMMARY OF LITERATURE

Study Grade Definition Rating Definition Significant

Remmers Actual grades Total instrument No
(1928, 1930) at midterm score

Russell & bendig
(1954)

Actual grades Total instrument
score

Yes

Remmers, Martin & Actual grades Subscale scores Yes
Elliott (1949)

Bendig Actual grades Subscale scores No
(1953a)

Bendig Actual grades Subscale scores Yes
(1953b)

Voeks & French
(1960)

Instructor GPA Total instrument
score

No

Bassin
(1974)

Instructor GPA Total instrument
score

No

Anikeeff
(1953)

Instructor GPA Total instrument
score

Yes

Gaverick & Carter Expected grade Subscale scores No
(1962)

Echandia Expected grade Subscale scores Yes
(1964)

Weaver
(1960)

Expected grade Mean Subscale
scores

Yes

Caffrey (1969) Expected grade Subscale scores Yes

Kooker Actual grade Single-Item Yes
(1968)

Treffinger & Expected grade Single-Item Yes
Feldhusen (1970)

Schuh & Crivelli
(1974)

Expected Grade
at midterm

Single-Item Yes
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and Feldhusen. 1970; Schuh and Crivelli. 1973). The assump-

tion, that the student's knowledge or estimate of his own

course grade causes the ratings given to the course instruc-

tor, cannot be accepted without investigation. Although this

assumption appeals to common logic, an equally plausible ex-

planation might suggest that the students' initial impres-

sions of their instructors cause them to perceive each course

in a given way which ultimately results in the grades they

earn. Or, that a third variable not formally :onsidered may

be causing the changes observed in both ratings and grades.

Kooker (1968) has suggested that research aimed at deterrin-

ing what effect the purposeful alteration of students' per-

ceptions of a course has on subsequent course achievement

would help clarify the nature of the relationship. For obvi-

ous reasons, manipulation as suggested by Kooker is ethically

(if not methodologically) questionable. Under the conditions

typically found in college classrooms, the issue of causality

can best be addressed using statistical techniques rather

than experimental manipulation.

Part 4: Cross-lagged panel
correlational model

Through a method discussed by Campbell and Stanley

(1963), it is possible to test with some confidence the
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strength and direction of causal relationships by employing

correlational analyses on repeated measures. The method.

known as the cross-lagged panel correlation, is illustrated

in Figure 1.

Time 1

Var X
(student's expected grade)

r6

Var Y
(instructor rating)

me 2

Var X
;student's expected grade)

r5

4

Var Y
;instructor rating)

r5 and r: Reliability measures of Var X and Var Y

r2 (rl = r4) > r3 >Var X caused Var Y

r3 (ri = r4) > r2   Var Y caused Var X

Fig. 1. Basic cross-lagged correlation model
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Each variable, variable X (student's expected grade)

and variable Y (instructor rating), is measured at two points

In time. The six possible intercorrelations are then com-

puted and the resulting coefficients are examined for evi-

dence of causality. Logically, if X causes V. the correlation

between X (time 1) and Y (time 2) should be greater than the

correlation between Y (time 1) and X (time 2), because in

order for X to cause Y, X must either precede or be concom-

mitant with Y. If X follows Y, then Y cannot possibly De

caused by X and the size of the correlation coefficients should

be reversed. Referring to Figure 1, if students' expected

grades cause instructor ratings, r3 should be greater than r2.

This relationship would be reversed if instructor ratings

cause student grade expectations. The correlations r2 and r3

represent the cross-lagged correlations in the model. The

correlations r1 and r4 are static correlations which repre-

sent the relationship between grade and rating at the point

in time when each set of measures was obtained.

Bohrnstedt (1969) examined the Campbell and Stanley

cross-lagged panel correlation as a method of assessing

causality and concluded that there are inadequacies in the

technique. Bohrnstedt (1969) argues that the best predictor
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of Y (time 2) is V (time 1), and correlations between X

(time 1) and Y (time 2) which fail to take into account the

efect of Y (time 1) will be inaccurate if not misleading.

He suggests the use of gain scores in the model rather than

straight time 2 measures. Gain scores are defined as the

time 2 measure of a variable minus the time 1 measure of that

variable. If gain scores were employed in Figure 1, the

cross-lagged correlations would be computed between the time

1 measure of expected grade and the difference between the

time 1 and time 2 measures of instructor rating and, between

the time 1 measure of instructor rating and the difference

between the time 1 and time 2 measures of expected grade.

This procedure corrects for the effect of undesired time 1

variances in the cross-lagged analysis. In fact, Bohrnstedt

(1969) concludes that it "overcorrects" for time 1 effects

such that gain scores are negatively correlated with the time

1 measures from which they were derived.

Heise (1970) began with the work of Bohrnstedt (1969)

and developed a method of analysis which more efficiently

removes the effect of time 1 measures from the cross lagged

correlation. He suggests path analysis as an alternative to

Pearson Product Moment (PPM) correlation. The path coefficients
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are estimated through a series of multiple regression analy-

ses. The standardized partial regression coefficients which

result provide the values for the cross-lagged relationships

(Heise 1970). Pelz and Andrews (1964) came to similar con-

elusions about the use of raw cross-lagged correlations and

suggested the use of partial correlations ratier than partial

regression weights in order to estimate the values of each

diagonal. When data is in standard score form, these methods

produce the same results.

Another shortcoming of the cross-lagged technique is

addressed by Lawler and Suttle (1972). They suggest that al-

though the cross-lagged panel correlation has advantages over

static correlation techniques, a causal relationship between

two variables cannot be confirmed on the basis of this analy-

sis alone. A significant relationship obtained using this

design may be due to the influence of a third variable. In

order to determine whether this has occurred, the changes in

the measures of X and Y should be computed and correlated.

A significant relationship between L X and AY is unlikely to

be the result of the influence of a third variable. "In

order for a third variable to produce a correlation between

AX and AY it would not only have to change itself, but
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these changes would have to affect both X and '1 in the same

way at the same time" (Lawler and Suttle, 1972, p. 2713. In

this model, AX corresponds to the gain score defined by

Bohrnstedt as the difference between tire 1 and tire 2 meas-

ures of variable X. Similarly, AY refers to the difference

between tire 1 and time 2 measures of variable Y. The corre-

lation between AX and AY is referred to as a dynamic corre-

lation, the purpose of which is to rule out the influence of

extraneous variables on the obtained relationships.

Problem

Several studies have identified a relationship between

students' grades (known or expected) and their ratings of in-

structors (Kooker, 1968; Treffinger and Feldhusen, 1970;

Schuh and Crivelli, 1973; etc.). Moreover, when such a rela-

tionship is reported, it is often discussed not as a correla-

tion, but rather as a causal truth. The purpose of this paper

is to retest for the presence of a relationship between stu-

dents expected grades and their evaluations of instructors

and, by employing static, dynamic, and cross-lagged panel

correlations, to define more clearly the causal direction of

the relationship, if it is shown to exist.
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Hypotheses

A pilot study (Willoughby and Mendel, 1974) led to

the formulation of the following hypotheses:

H 1. Individual students' expected grades and indi-

vidual students' ratings of an instructor measured at the

same point in time will be positively correlated.

H
2' The static correlation between grades and ratings

at time 2 will be significantly larger than the static corre-

lation between grades and ratings at time 1.

H3. Students' expected grades at tire I will be sig-

nificantly correlated with instructor ratings at time 2.

H4. The correlation between instructor rating at

time 1 and student's expected grade time 2 will be signifi-

cantly less than the correlation between student's expected

grade at time 1 and instructor ratings at time 2.

H 5. Changes in expected grade will be positively

correlated with changes in instructor rating across time.
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METHOD

Sample 

Fifty classes were selected during the spring semes-

ter of 1975 at Western Kentucky University. The classes were

chosen as representative of classes offered by every depart-

ment within the University. Sample courses ranged from fresh-

man introductory courses to senior-graduate courses. The

size of the sample classes varied from seven to ninety-six,

with a median class size of thirty-one. All classes were

regularly scheduled semester classes with official enrollments

greater than five. Thirteen of the sample classes were taught

by females; thirty-seven by males.

Questionnaire

Two course evaluation forms were employed in the

study. The first, the Student Instructional Report devel-

oped by ETS, is a standardized questionnaire containing a

combination of Likert and multiple-choice items. This instru-

ment was of interest primarily because of its demonstrated

reliability and validity, and the availability of national

35
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norms (Centra. 1972). The other instrument included in this

study was developed by a group of kestern Kentucky University

faculty members. This evaluation form consists of Likert

items, many of which appear to tap facets of teaching behav-

ior not sampled by the ETS form. The resulting composite

instrument had the appearance of a single 62-item question-

naire (see Appendix A). A standardized IBM answer sheet was

used in all phases of data collection (see Appendix B).

Procedure

Data were collected at two points in the semester.

During the pretest, conducted during the fourth week of the

semester, only the fifty selected classes were measured.

The post-test for these classes was conducted during the

fourteenth week of an 18-week semester, concurrent with a

university-wide student evaluation. Students in the fifty

pretest classes were asked to identify their answer sheets

by coding in their Social Security numbers. 'n these classes,

the instructions explained that identifying numbers were

necessary in order to facilitate the matching of pretest

with post-test data. The instructions also assured students

that their ratings would not influence their course grades,
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and that their instructor would never see individual evalua-

tions Except for requesting identification from pre- and

post-test participants, the procedure for administering the

evaluations was identical for classes participating in the

pretest, post-test, and university-wide evaluation. In all

instances, a packet containing evaluation forms, answer

sheets, and instructions to the class was delivered to each

participating instructor. The instructors were asked to give

the unopened packet to a student in the class who could serve

as monitor, and then to leave the classroom while the students

completed the questionnaire. The student monitor was to read

the instruction sheet aloud and distribute questionnaires and

answer sheets. When the class had completed the evaluation

forms, the student monitor was to collect the questionnaires

and answer sheets, seal them inside the packet envelope, and

deliver the sealed envelope to the secretary of the depart-

ment offering the course.

Analysis

All items were transformed to Z-scores before the for-

mal analysis was begun. An examination of item 51 (Appendix

A) will help illustrate the reasoning behind the rescaling.
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Item 51 is a multiple-choice item designed to measure stu-

dent's expected grades. The first four response alternatives

correspond with letter grades; the sixth response alternative

does not and neither do the seventh and eighth. It was as-

sumed that the fifth response alternative, "fail," corresponds

with the letter grade "F." In order to facilitate the use of

the response alternatives which correspond with letter grades

while minimizing the impact of responses made to those alter-

natives which do not, all responses were transformed to Z

scores and response alternatives 6, 7, and 8, were defined as

missing values and assigned a value of zero.

In addition to providing a conservative treatment of

missing data, the Z score transformation is necessary before

responses made to items which have different numbers of re-

sponse alternatives can be combined into an unweighted com-

posite score. If the 7 score transformation was not used,

items would not contribute equally to the composite score,

but rather each response would be weighted by its respective

item sl—andaru uLviation.

When the data had been standardized, the causal rela-

tionship between expected grades and instructor rating was

addressed via cross-lagged panel correlation wii:hin classes.
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The cross-lagged model was applied to two pairs of variables.

In the first variable pair. "instructor rating" was defined

as the I score transformation of the response each student

made to a single item which asks for an overall rating of

the instructor (see Appendix A, iter 62). The estimated re-

liability for this item is .85 for 15 students (Centra, 1972).

"Expected grade" was similarly defined as the 7 score trans-

formation of the response each student made to a single item

which asks what grade the student expects to make in a course

(see Appendix A, item 51). The first variable pair was

called "expected grade" and "single item rating."

In the second pair of variables, expected grade was

defined in the same way as it was in the first pair of vari-

ables. In addition to this variable, the second pair of vari-

ables included a subscale score rating of instructor effi-

ciency. This score was computed as a linear composite of the

Z score transformations of responses each student made to

items identified by the developers of the instrument as a

factor representing "instructor efficiency" (see starred

items, Appendix A). This factor was identified along with

five other factors on the basis of a principal component

factor analysis with an oblique solution, of data collected
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In universities acruss the country (Centra. 1972). The na-

tional factor structure was employed in this study in order

to facilitate the comparison of these results with results

obtained using the same instrument in other settings and

thus maximize the generalizibility of the findings. The "in-

structor effectiveness" factor was selected because visual

inspection of its component items suggests that it more spe-

cifically measures instructor performance than the five other

factors which deal with the appropriateness of assigned read-

ings, frequency of tests, course difficulty, lectures, and

teacher-student interaction (Centra, 1972). As shown in

Appendix A, responses made to the starred items were combined

to form the subscale rating of instructor effectiveness.

Each pair of variables (expected grade with single

item rating, and expected grade with subscale rating) was

analyzed using the cross-lagged technique. The pretest pro-

vided time 1 measures of each variable and the post-test

provided time 2 measures. In the discussion of the cross-

lagged analysis which follows, a distinction is not made

between the variable pairs. The same procedures were followed

when the variables were expected grade and single item rating,

that were followed when the variables were expEcted grade and
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subscale rating. The complexity of the last sentence gives

the reader an indication of the confusion which would result

If the variable pair distinction were made throughout the

discussion of cross-lagged correlations. In order to sim-

plify the discussion, both "single item rating" and "sub-

scale rating" are characterized as "instructor rating" in

the following section. The reader should keep in mind, how-

ever, that the cross-lagged method was actually employed

independently on the two variable pairs which have been

identified; and results will be reported separately for the

analysis of each variable pair.

The cross-lagged panel correlational model consists

of three types of correlations (see Figure 2). The purpose

of each and how each is computed is outlined in the sections

which follow.

Static correlation

The purpose of static correlation is to provide an

estimate of the relationship between two variables which are

measured at the same point in time. As shown in Figure 2,

the static correlations are ri and T4.

The time 1 relationship between expected grade and

instructor rating is represented by ri; and the time 2
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Static Correlations (PPM r)

Cross-lagged Correlations

r(2. Instructor Rating [time 1]), r2

r(3. Expected Grade [time 1]), r3

Dynamic Correlation (PPM r)

*Single-Item Rating or Subscale Score

Fig. 2. Applied cross-lagged correlation model

relationship between expected grade and instructor rating is

shown as r4. In the present study, the static correlations

between measures of grade and rating were computed separately

for students in each class. This resulted in one ri
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correlation. and one r4 correlation for each class includtd

in the sample. An average of these correlations was obtained

through a procedure outlined by Downie and Heath (1970). The

r1 correlations for each class were converted to Fisher Zs.

These Zs were weighted by N-3 (where N = the number of stu-

dents in a class), and the weighted Zs were summed. An aver-

age was computed by dividing this sum by the sum of N-3 for

all classes. This average Z was then converted to an r which

represents the average correlation between grades and ratirgs

at time 1. The same procedure was followed to obtain the

average correlation between grades and ratings at time 2,

represented by r4.

Cross-lagged correlation

The purpose of cross-lagged correlation is to assess

the direction of causality between two variables, based on

repeated measures. In Figure 2, the cross-lagged correla-

tions are represented by r2 and r3. The correlation between

expected grade time 1 and instructor rating time 2 is repre-

sented by r2. The correlation between instructor rating

time 1 and expected grade time 2 is r3. Some writers have

suggested that cross-lagged correlations should be computed
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as standardized partial regression weights (Heise. 1970).

When the data are standardized, this can be done by comput-

ing a partial cor..elation between X time 1 and V time 2,

parceling out the effects of Y time 1; and a partial corre-

lation between Y time 1 and X time 2 holding X time 1 con-

stant (Pelz and Andrews, 1964). Other writers have sLggested

that partial correlations are not necessary when the cross-

lagged model is used in conjunction with dynamic correlation

(Lawler and Suttle, 1972). Because there are a number of

supporters of both techniques, both Pearson Product Moment

correlations (PPM) and partial correlations were computed to

obtain two versions of each cross-lagged correlation: PPM

r and partial r holding time 1 measures constant for the time

2 variable. The reported values of r2 and r3 represent the

average of these correlations as they were computed in each

sample class (Downie and Heath, 1970).

Dynamic correlation

When cross-lagged correlations are obtained which

support a causal relationship between two variables under

consideration, dynamic correlation can be used to rule out

the influence of a third variable not formally included in
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the model (Lawler and Suttle, 1972). The symbol used to

represent dynamic correlation in Figure 2 is rAN . This sta-

tistic is obtained by correlating the change in expected

grade from time 1 to time 2 (tigrade) with the change in in-

structor rating from time 1 to time 2 (Lirating). When the

PPM correlation between &grade and Arating is significant,

Lawler and Suttle (1972) suggest the influence of a variable

outside the system can be ruled out with regard to the cross-

lagged relationships which have been obtained. The reported

values of rA represent the average of rAN as it was computed

in each sample class (Downie and Heath, 1970).
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RESULTS

Of the fifty classes selected for pretest measure-

ment, forty-seven classes returned the questionnaires as re-

quested, while three classes decided not to participate.

One class had inadvertently been included in the pretest

sample which was scheduled to meet only during the first

half of the semester. Because no post-test data could be

collected for this class, the total number of classes with

usable pretest data was reduced t3 forty-six. Students in

ten of these classes apparently decided against using their

Social Security numbers to identify their answer sheets, and

consequently, pre- and post-data from these classes could

not be matched. In an additional seven classes, pre- and

post-data could not be matched due to errors in class ID

codes. Of the thirty-one classes for which both pre- and

postdata were available, twenty classes had more than ten

students whose data were complete. The results reported in

this section are based on data from these twenty classes.

In order to determine the representativeness of the

46
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sample, frequency distributions for all items were compared

with frequency distributions obtained from the university

as a whole, based on this comparison, the sample was

judged representative of the university populatiun (see

Table 2).

As shown in Table 3, the results support the hypoth-

esis of a causal relationship between expected grades and

single item instructor ratings. There is no evidence of a

similar relationship between expected grades and subscale

instructor ratings. A more detailed examination of the ob-

tained correlations for each variable pair is presented in

the following sections.

Expected Grade and Single-Item Ratings 

The static correlations between expected grade and

single item instructor rating arc significant bcth at time 1

and time 2. The time 1 relationship is .15 (p < .025, df =

288) and the time 2 relationship is .21 (p <.005, df = 288).

On the basis of these correlations, Hypothesis 1, tnat grades

and ratings measured at the same point in time will be sig-

nificantly related, was confirmed for this variable pair.

A t test of the difference between ri (.15) and r4

(.21) was significant (p ( .05, df = 288), supplying evidence
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TABLE 2

FREQUENCY DISTRIBUTIONS

Single Items and Items Composing Subscale Scores

Single Items Sample University

51. Expected ABCDF ABCDF
Grade 38 40 16 1 36 39 16 1
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1. Objectives made clear.31 57 9 2 31 56 8 2

2. Agreement between ob-
jectives and teaching.31 57 8 2 27 57 10 2

3. Instructor used
class time well. 35 49 10 3 34 51 10 3

12. Instructor was well
prepared for class. 42 50 6 1 41 47 7 2

14. Instructor summar-
ized or emphasized
major points. 34 52 11 1 32 53 9

20. Instructor accom-
plished objectives
for the course. 31 60 7 1 29 57 8
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for the confirmation of Hypothesis 2. The relationship be-

tween grades and ratings is stronger at time 2 than it is at

time 1.

The direction of causality in the model was deter-

mined by examination or r2 and r3 . Since r2 (.30) is signifi-

cant, Hypothesis 3 that expected grades at time 1 will sig-

nificantly correlate with ratings at time 2 was confirred with

regard to PPM correlations between measures of this variable

pair. Because r2 (.30) is significantly larger than r3 (.22)

(t = 1.95, p <.025, df = 288), Hypothesis 4 that the correla-

tion between gradel and rating 2 will be significantly greater

than the correlation between ratingi and grade2 was also con-

firmed based on PPM correlations for the first variable pair.

The partial correlations between (a) expected grade

time 1 and single-item rating time 2 (holding single-item

rating time 1 constant) and (b) single-item rating time 1 and

expected grade time 2 (holding expected grade time I constant)

are represented by r2 partial and r3 partial, respectively.

Although r2 partial (.28) is slightly less than r2 (.30), and

r3 partial (.195) is less than r3 (.22), these differences

are not statistically significant. An examination of the

difference between r2 partial and r3 partial results in a
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significant t of 2.341 (p 4;.025, df a 288) and the conclu-

sions drawn on the basis of the partial correlations support

those resulting from PPM analysis.

In order to rule out the influence of a third vari-

able, rAwas examined. Because rAN (.20) is significant

(p < .005, df = 288) it is highly unlikely that a third vari-

able influenced the causal relationship which was obtained;

consequently, Hypothesis 5, changes in expected grade will

be positively correlated with changes in instructor rating,

was confirmed.

Expected Grade and Subscale Ratings

Both of the static correlations (r1 and r4) between

expected grade and subscale instructor rating are significant.

The time 1 static correlation is .165 (p < .025, df = 288)

and the time 2 static correlation is .29 (p < .005, of = 288).

Based on these correlations, Hypothesis I was confirmed for

the variable pair expected grade and subscale instructor

rating. A t test of the difference between r1 and r4 was also

significant (t = 3.048, p <.005, df = 288); therefore, Hypoth-

esis 2 was also confirmed. The cross-lagged PPM correlations

r2 and r3 are not significantly different for this variable

pair. Individually, r2 (.315) is significant (p < .005, df =
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288), as is r3 (.31). An examination of r2 partial (.285)

with respect to r3 partial (.27) yields a sirilar relation-

ship. Both correlations are significantly greater than zero,

but there is no practical or statistical difference between

the two. Based on these data (both r2 and r3, and r2 partial

and r3 partial), Hypotheses 3 and 4 were rejected for this

variable pair.

Eecause Hypotheses 3 and 4 were not confirmed, an

examination of the dynamic correlation for this variable

pair is not necessary since Hypothesis 5 addresses a moot

question with regard to expected grades and subscale instruc-

tor rating.



CHAPTER IV

DISCUSSION

Several observations can be made about these data.

Beginning with the results of the static correlations, there

appears to be an increase in the relationship between grade

expectations and instructor ratings from time 1 to time 2.

This finding supports the suggestion made by Schuh and

Crivelli (1973) that instructor ratings made early in a

semester should show less of a relationship to the raters'

expected grade than instructor ratings made late in the semes-

ter, when grade expectations are more firmly established in

the minds of the raters. This trend in static correlation is

supported by data from both variable pairs. In support of

comments made by Treffinger and Feldhusen (1970), it appears

that students in this study did not begin their classes de-

void of grade expectations; or if they did, then by the

fourth week of the semester (when pretest evaluations were

made) they had developed a system of expectations which was

salient enough to produce a significant static correlation

with both a global rating of instructor efficiency and a sub-

scale score measure of the same. Although the correlations

53
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were significantly lower at trie time of the pretest, signifi-

cant static correlations were nonetheless obtained from the

pretest as well as the post-test data. The time 1 static

correlations between expected grade and single-item rating

(.15) and between expected grade and subscale rating (.165)

account for less than 3 percent of the variance in instructor

rating. The time 2 static correlation between expected grade

and single-item rating (.21) accounts for less than 5 percent

of the rating variance, and the time 2 static correlation

between expected grade and subscale rating (.29) accounts for

only about 9 percent of the rating variance.

Although the largest obtained static correlation ac-

counts for less than 10 percent of the variance in instructor

rating, Bassin (1974) has shown that even a small grade-rating

relationship may result in significant changes in the per-

centile standing of instructors resultin9 from ratings as-

signed by students when instructor characteristics are sta-

tistically controlled. Because the present study employed

only two measures, the relationship between expected grades

and instructor rating at any point during the semester other

than at the times of measurement, can only be estimated. If

the relationship is linear, such that as the semester



SS

progresses, grade-rating correlations increase, then student

evaluations should be administered as early in the semester

as possible after students are given sufficient opportunity

for observation. If the relationship is not linear, it may

be possible to identify points during a semester when the

relationship between ratings and expected grades accounts

for the least amount of rating variance. In this case,

ratings should be made at the point where the lowest rela-

tionship is obtained, provided that the students have had

enough class time in which to observe their instructors, and

preliminary analysis did not indicate a strong causal rela-

tionship between ratings made at the chosen time and grade

expectations earlier in the semester. However, further in-

vestigation is necessary before trends in the static corre-

lation between grades and ratings across a semester can be

determined.

The static correlations discussed to this point sup-

port findings from earlier studies which were designed to

measure the relationship between grades and ratings at a

single point in time (Bassin, 1974; Treffinger and Feldhusen,

1970; Schuh and Crivelli, 1974; Caffrey, 1970, etc.). Addi-

tionally, the present study goes beyond the static correlation
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between grades and ratings to address tt.e issue of causality

using the cross-lagged panel correlation technique. Because

there is some question as to the best statistic to employ

within the cross-lagged model, both Pearson Product Moment

correlations and partial correlations were computed for both

variable pairs.

The cross-lagged PPM correlations were consistently

higher than the cross-lagged correlations coiputed as partial

correlations with extraneous time 1 measures statistically

removed. However, in no cases were the PPM and partial cor-

relations significantly different. There are two possible

explanations for this finding. First, although significant

correlations were obtained between measures of each variable,

these correlations were quite low. Additionally, the aver-

aging procedure followed in order to compute all reported

values, effectively cancels extreme correlations so that the

correlation coefficients which result for both partial and

PPM correlations are modified representations of the correla-

tion distributions obtained across all classes. Because the

sample was chosen to be representative of the university as

a whole, there was a great deal of variance between classes

taught in different colleges and departments. For example,
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the obtained raw correlations, r2, between single-item

rating and expected grade ranged from .11 to .57. Between

the same variables, the raw partial correlations, r2 partial,

ranged from .01 to .46 (see Table 4).

The data support a causal relationship between ex-

pected grades and single-item instructor ratings which, al-

though moderate, is nonetheless statistically significant.

In the case of these data, expected grades at time I are

clearly causal contributors (not major determinants) to in-

structor ratings at time 2. When the definition of instruc-

tor rating is a score on a subscale of the instrument, this

relationship is not supported. This is not to say that

grade expectations at time I are not related to subscale

ratings at time 2; they are. However, this relationship is

not significantly stronger than the relationship between sub-

scale rating (time 1) and expected grade (time 2). One in-

terpretation of these results suggests that as the measures

of each variable become more well-defined (e.g., factor

scores as opposed to single-item ratings) there is more op-

portunity to assess which components of teacher performance

are influenced by which rating determinants. Just as the

"total score" on an evaluation form reflects components of
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the class not related to instructor performance, so might a

single-item rating of overall instructor performance reflect

components of teaching behavior other than those included in

the relatively discrete measure represented by a factor

score. In the present study, that part of the single-item

rating which is not shared by the subscale rating seems to be

causally influenced by students' expected grades.

The dynamic correlation results have been reviewed

earlier. The conclusions drawn at that point stated that be-

tween single-item ratings and expected grades, the causal

relationship obtained can be considered significant. Changes

in global ratings correspond with changes in grade expecta-

tions to such an extent that outside variable influences can

be discounted. Between subscale ratings and expected grades,

however, this correlation is nonsignificant. Since the cross-

lagged model failed to indicate causality between subscale

ratings and expected grades, this failure to reach signifi-

cance was not unexpected.

From these data it can be determined that the sub-

scale rating of instructor effectiveness and the single-item

rating measure different aspects of instructor performance.

The correlation between subscale ratings and single-item
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fo:ings, averaged across all twenty classes, was of moderate

strength and statistically significant (r .24, pvc.05, df a

288); however, the correlation indicates that less than 5

percent of the total rating variance is shared by the two

measures of instructor performance.

Because the single-item rating represents a global

assessment of instructor performance, it may reflect many

varying characteristics of teaching behavior. In order to

determine how a given irstructor ranks among his peers, stu-

dent raters might consider many aspects of the instructor's

professional performance including the instructor's accessi-

bility, subject matter competence, ability to nauge students

understanding, fairness, etc. The subscale rating, on the

other hand, reflects only one aspect of teacher behavior,

Instructional Efficiency, or the clarity with which an in-

structor organizes and presents material to the class. On

the basis of this study, it can be shown that students'

expected grades causally influence their overall evaluation

of an instructor but not their rating of an instructor on a

somewhat more objective, and certainly more discrete sub-

scale. Eased on these findings, one way to minimize the

causal bias associated with students' grade expectations is
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to objectify the evaluation as much as possible. If ques-

tions are included which draw subjective student responses,

then these ratings should be accompanied by an explanation

of the possible influence of what Schuh and Crivelli (1974)

called "animadversion error."

Although the preceding discussion has been based on

correlations which are statistically significant, the practi-

cal significance of these correlations is open to question,

and should be discussed. Due to the large sample size, cor-

relations as low as .16 are judged significantly different

than zero. In the case of the first variable pair, the causal

relationship confirmed between grades and ratings was based

on such a correlation. Although .28 (r2) is significantly

greater than .195 (r3), the larger correlation accounts for

only about 7 percent of the variance in instructor ratings.

In fact, the largest obtained correlation (.315, r2 for the

second variable pair) accounts for less than 10 percent of

the total variance in instructor ratings.

Bassin (1974) has shown that even a small relation-

ship between grades and ratings can result in significant

rating changes when grades are artifically manipulated. How-

ever, it is evident that students' expected grades are not
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the major determinants of instructor rating. In individual

classes, grade expectations account for greater or lesser

anounts of instructor rating variance, based on the character-

istics of each class. The range of correlations obtained in

this study is evidence for this point (see Table 4).

The results of this study represent an average across

widely differing classes within the university and, conse-

quently, they represent the individual results from some

classes better than others. Future studies in the area might

group classes on the basis of common characteristics in order

to reduce the diversity obtained when classes are choser to

represent an entire university. Additionally, other sub-

scale scores should be entered into the cross-lagged model

along with other potential determinants of each of these

ratings.

After studies have been done to isolate more compo-

nents of student evaluations, these evaluations will be more

useful in that they will be interpretable within the method's

limitations. Moderator variables may be identified which

isolate groups of raters who consistently are able to pro-

vide ratings that are relatively free from bias. When this

state is reached, instructors will be assured that information
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obtained through the administration of such evaluations is

valid, and can be useful to them, rather than a source of

suspicion and/or disdain.

Ideally, even the student-raters will be provided

with summary information regarding the outcome of their

endeavors. These changes will only be realized, however,

when the student evaluation itself is better understood.
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