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Table 9: Poisson—Gamma and Generalized Gini Coefficients for All Crime 

City  Poisson  Gini'  

Albany   0.83 0.86 

Asheville   0.96 0.96 

Beaumont  0.89 0.85 

Boulder   0.96 0.74 

Elyria  0.86 0.74 

Erie   0.86 0.91 

Fayetteville   0.86 0.87 

Fort Collins  0.89 0.89 

Gainesville  0.90 0.79 

Galveston  0.89 0.83 

Green Bay  0.82 0.83 

Kalamazoo  0.82 0.83 

Merced  0.77 0.91 

Murfreesboro  0.87 0.84 

Norman  0.91 0.83 

Olympia  0.83 0.87 

Portland  0.91 0.90 

Richmond   0.91 0.76 

Rockford  0.91 0.83 

Savannah   0.77 0.89 

Tallahassee   0.89 0.86 

Range   0.77-0.96 0.74-0.96 

   
  

 

 Figure 9 shows the comparison of the generalized Gini and Poisson coefficients, 

sorted from smallest to largest. The Poisson—Gamma coefficients are shown in grey, and 

the generalized Gini coefficients are in blue. This line graph shows the distribution of the 

coefficients, and that overall, the Poisson—Gamma’s are higher than the generalized 

Gini’s.  
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Figure 9: Comparison of Poisson and Generalized Gini for All Crime  

 

Table 10 shows the Poisson coefficients, along with their ranges for all crime. The 

range for the Poisson—Gamma is 0.78 to 0.96, while the range for the generalized Gini 

coefficient 0.66 to 0.96. There is a larger range with the generalized Gini coefficient 

compared to the Poisson—Gamma coefficients. In general, the Poisson—Gamma 

coefficients are higher in concentration than the generalized Gini coefficients for all 

crime.  
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Table 10: Poisson—Gamma and Generalized Gini Coefficients for Property Crime  

City  Poisson Gini'  

Albany   0.83 0.82 

Asheville   0.96 0.96 

Beaumont  0.89 0.84 

Boulder   0.96 0.73 

Elyria  0.85 0.66 

Erie   0.85 0.93 

Fayetteville   0.85 0.85 

Fort Collins  0.90 0.89 

Gainesville  0.91 0.75 

Galveston  0.90 0.80 

Green Bay  0.83 0.80 

Kalamazoo  0.82 0.84 

Merced  0.78 0.89 

Murfreesboro  0.90 0.81 

Norman  0.91 0.81 

Olympia  0.83 0.85 

Portland  0.91 0.90 

Richmond   0.91 0.75 

Rockford  0.91 0.82 

Savannah   0.78 0.89 

Tallahassee   0.89 0.82 

Range  0.78-0.96 0.66-0.96 

   
  

Figure 10 shows the comparison of the generalized Gini and Poisson coefficients 

for property crime, sorted from smallest to largest. The Poisson—Gamma coefficients are 

shown in grey, and the generalized Gini coefficients are in blue. This line graph shows 

the distribution of the coefficients, and that overall, the Poisson—Gamma’s are higher 

than the generalized Gini’s. 
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Figure 10: Comparison of Poisson and Generalized Gini for Property Crime  

 

Table 11 shows the Poisson coefficients, along with their ranges for all crime. The 

range for the Poisson—Gamma is 0.81 to 0.96, while the range for the generalized Gini 

coefficient 0.21 to 0.97. There is a larger range with the generalized Gini coefficient 

compared to the Poisson—Gamma coefficients. In general, the Poisson—Gamma 

coefficients are higher in concentration than the generalized Gini coefficients for all 

crime.  
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Table 11: Poisson—Gamma and Generalized Gini Coefficients for Violent Crime  

City  Poisson Gini'  

Albany   0.83 0.63 

Asheville   0.96 0.97 

Beaumont  0.93 0.56 

Boulder   0.97 0.23 

Elyria  0.93 0.59 

Erie   0.92 0.68 

Fayetteville   0.92 0.74 

Fort Collins  0.95 0.34 

Gainesville  0.95 0.62 

Galveston  0.92 0.62 

Green Bay  0.85 0.82 

Kalamazoo  0.85 0.68 

Merced  0.84 0.76 

Murfreesboro  0.88 0.66 

Norman  0.96 0.62 

Olympia  0.83 0.68 

Portland  0.96 0.86 

Richmond   0.96 0.21 

Rockford  0.96 0.32 

Savannah   0.81 0.38 

Tallahassee   0.93 0.63 

Range  0.81-0.96 0.21-0.97 

   
  

 

Figure 11 shows the comparison of the generalized Gini and Poisson coefficients 

for violent crime, sorted from smallest to largest. The Poisson—Gamma coefficients are 

shown in grey, and the generalized Gini coefficients are in blue. This line graph shows 

the distribution of the coefficients, and that overall, the Poisson—Gamma’s are higher 

than the generalized Gini’s. 
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Figure 11: Comparison of Poisson and Generalized Gini for Violent Crime  

 

 Table 12 shows the confidence intervals for the Poisson coefficients across all 

crime types, as well as the mean. For all crime, one can be 95% confident that the true 

mean falls between 0.85 and 0.89. For property crime, one can be 95% confident that the 

true mean falls between 0.85 and 0.90. Finally, for violent crime, one can be 95% 

confident that the true mean falls between 0.89 and 0.93. The average Poisson 

coefficients for all crime and property crime is 0.87, and the average for violent crime is 

0.97. These are all shown to concentrate higher than the means for the Gini and 

generalized Gini.  
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Table 12: Poisson—Gamma Coefficients with Confidence Intervals for All Crime 

Types 

All Crime Mean  

Poisson 95% C.I.  0.87 

0.85-0.89 

  

Property Crime Mean 

Poisson 95% C.I.  0.87 

0.85-0.90 

  

Violent Crime  Mean 

Poisson 95% C.I.  0.97 

0.89-0.93 

Range of Mean Poisson 0.87-0.97 

 

Table 13 shows the generalized Gini coefficient range, percent, and the Poisson—

Gamma range and percent for all crime types (violent, property, and all). The generalized 

Gini coefficients range from 0.22 to 0.76 across the three crime types.  The Poisson—

Gamma coefficients range from 0.19 to 0.15. The range for the Poisson coefficients is 

much tighter than the range for the generalized Gini coefficients.  

Table 13: Generalized Gini and Poisson by Crime Types, Range and Percent 

Crime Type 
 Gini’ 

Range 

Gini’ 

Percent 

 Poisson 

Range 

Poisson 

Percent 

All   0.22 22%  0.19 19% 

Property   0.30 30%  0.18 18% 

Violent  0.76 76%  0.15 15% 

 

Discussion  

The results of this study come from a random sample of 21 midsized cities 

selected from a Census Designated Places file. These cities were randomly selected and 
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their police departments for each city were contacted to get the crime data. Previous 

studies on the law of crime concentration have not measured concentration in smaller 

cities (Weisburd, 2015; Bernasco & Steenbeek, 2017) nor have many focused on multiple 

cities (Gill, Wooditch, & Weisburd, 2017; Levin et al., 2017; Carter et al., 2019). This 

study fills gaps within the literature on crime concentration by placing a focus on smaller 

cities, a component often overlooked in spatial research, as well as looking at multiple 

cities to analyze the variation in their results. 

Crime was shown to be concentrated, when looking at all the generalized Gini 

coefficients for all crime (i.e., 0.74-0.96 for the range). However, when breaking crime 

down by type (e.g., violent and property), violent crime was shown to be far less 

concentrated than property crime. Violent crime ranged from 0.21-0.97, and property 

crime had a more narrow range 0.73-0.96. With property crime making up over half of 

the crimes in this study, the argument of whether or not it is necessary to look at crime by 

types or simply all crime takes shape (Lentz, 2018; Brantingham, 2016). Previous 

research suggests that larger geographic units will have more diversity of crime, than the 

smaller units used in this study (Brantingham, 2016). The larger cities in population 

hosted an overall greater amount of crime counts, and a greater number of both property 

and violent crime, with property crimes being the most prevalent. This study looked at 

smaller, mid-sized cities, and had fewer violent crimes than larger cities. It would be 

useful for future research to compare the number of violent and property crimes from 

larger cities and smaller cities to help see if this is the case. This also helps to see if crime 

concentration is invariant across cities. However, with characteristics of larger cities 
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versus smaller cities being different, the way crime concentration is measured may not 

fall under the same requirements for all sizes of cities.  

With the average generalized Gini coefficients being high and close to a value of 

1, these results suggest that the cities in this sample have a high concentration of crime in 

certain areas, as opposed to being equally spread. However, it is unclear if the confidence 

intervals are tight enough to be considered narrow enough fall within the definition of the 

law of crime concentration. The confidence intervals for the mean Gini coefficient for all 

crime were consistent with the expectation of a narrow confidence interval from the 

second research question (0.88—0.92). This expectation was also consistent for property 

crime (0.81—0.87). However, contrary to the expectation, the confidence interval was 

not narrow for violent crime (0.50—0.69). Again, with fewer violent crimes, the 

concentration of them may be harder to find. This could also change from year-to-year, 

and may be different based on city size.  

The use of the generalized Gini coefficients, compared to the Gini coefficients, 

are consistent with Bernasco and Steenbeek’s (2017) suggestion of the overestimation of 

that Gini coefficients. All Gini coefficients compared to generalized Gini coefficients 

were shown to be much higher. Overall, the results from this study matched the 

expectations of the research questions were.  

 Consistent with the expectations for the first research question, the average Gini 

coefficient was at least 0.70 (0.95). The average generalized Gini coefficient was 0.85, 

for all crime. For property crime, this was also consistent with the expectations, with a 

Gini of 0.91 and a generalized Gini of 0.84. For violent crime, the average Gini was 0.94, 

and the average generalized Gini was 0.59. This was not consistent with the expectations 
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of the second research question. This is most likely due to crime counts for violent crimes 

being sparse, especially when compared to the counts for violent crime.   

 Consistent with the expectations for the third research question, the generalized 

Gini’s vary by crime type. For all crime, the generalized Gini’s range from 0.74 to 0.96. 

Property crime ranges from 0.73 to 0.96, while violent crime ranges from 0.21 to 0.97. 

However, the difference between the ranges for property crime and all crime are 

extremely similar. This is most likely due to the majority of crimes being classified as 

property crimes, with a low number of crimes being classified as violent. As violent 

crime only makes up about 19% of all crime (.1860), property crime makes up 81% of all 

crime (0.8140). From the fourth research question, for all crime, the generalized Gini 

coefficients varied somewhat across the cities. The mode for the generalized Gini’s is 

0.83, with a range of 22. Property crime’s mode is 0.82, with a range of 23. Violent crime 

showed a large range of 76, with a mode of 0.62, indicating low crime concentration.    

 The Poisson--Gamma range for all three crime types is between 0.15 and 0.19. 

Although this is a tight range, it is unlikely this range meets the requirement for 

invariance. Invariance of this concentration would mean that these ranges would not 

change, regardless of conditions of cities or changing much across cities. These results 

imply that more research is needed for the law of crime concentration. Consistently, 

violent crime was shown to not be as high in concentration as property crime or all crime. 

Since most of the crime for this study is property crime, it could be argued that is mainly 

what the all crime calculations are studying. This needs to be studied across more cities 

and other sizes of cities to see if this varies across cities or not. From these results, the 

levels of concentration vary too much to fit within the current definition of the law. The 
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generalized Gini coefficients are still bias in the direction of underestimating crime 

concentration, so further research should test other measurement techniques and further 

test the Poisson—Gamma to determine the best way to measure the concentration of 

crime.  

The theoretical background for this study largely comes from the environmental 

criminology framework. Environmental criminology focuses on the characteristics of 

where crime occurs, a notion that is extremely important to this study. The invariance of 

the measurement technique is a key component to these results. However, the 

characteristics of cities are a major element of the variance in concentration across cities. 

RAT and CPT explain that crime cannot occur without opportunities, with CPT 

explaining how specific areas within cities may generate opportunities. This comes from 

the activities of people, and their similar paths around activity nodes (Cullen et al., 2018). 

Also within cities, there are areas that attract crime and attract large numbers of people, 

which help to facilitate crime (Brantingham & Brantingham, 1995). The environmental 

characteristics of cities explain why an area is known for crime, as well as help to prevent 

crime (Andresen & Jenion, 2008). SDT breaks down the characteristics of neighborhoods 

and what factors (e.g., low economic status, residential mobility, and ethnic 

heterogeneity) facilitate crime (Sampson & Groves, 1989). These theories explain how 

the opportunities, given both by people and the environment, give way for crime to occur. 

These characteristics, applied to microgeographic units of analysis, are important in 

understanding the variance of crime concentration levels across cities because these 

opportunities are different in different environments.  
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Limitations  

 Since the sample size of this study is relatively small, it is unclear on whether or 

not this sample of cities is enough to represent all midsized cities. This is a cross-

sectional study, only looking at the year 2016, for all 21 cities, which could be a limiting 

factor as hotspots may move. Previous longitudinal studies have found that crime 

concentrates in cities, and answer if the concentration of crime is stable overtime, which 

this study lacks (Gill et al., 2017). Reporting difference between police departments did 

occur, as not police department recorded or reported their crimes the same way. This led 

to issue when processing the data, in terms of what crime types were counted in the 

study. If it was unclear what the crime type was, it was not included in the final count. 

The addresses from the police departments were not all exact addresses, as some included 

intersections, and block ranges instead of exact street numbers. This could slightly skew 

the exact locations of the crimes. This study looked at only two crime types, violent and 

property, and then those crime types combined. Future research may still be needed to 

experiment on if crime types need to be broken down even more, or if all crime is enough 

(O’Brien, 2018). 

 Recently, there have been a couple of studies showing the limitations of the Gini 

coefficients (Mohler, Brantingham, Carter, & Short, 2019; Carter et al., 2019). The 

argument is that the Gini coefficient overestimates the concentration of crime, while the 

generalized Gini underestimates the concentration of crime. Carter et al. (2019) propose 

“using leading indicator hotspots with high volume of events as a proxy” to address when 

there are few incidents and the bias that stems from the Gini when this occurs.  
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Conclusion 

 The literature on crime and place has been growing since the late 1980s (Sampson 

& Groves, 1989). After the importance of smaller geographic units of analysis came into 

play, crime could be looked at in ways that could have overlooked important aspects of 

crime prevention (Sampson & Groves, 1989). In recent years, only 6% of articles on the 

criminology of place literature use microgeographic units of analysis (Weisburd, 2015). 

This indicates that the literature is growing, but still occupies a small portion of the field. 

Most literature that does exist is heavily skewed toward larger cities. This study uses 

smaller geographic units of analysis to look at smaller cities, to add to the literature that is 

so far scarce.  

Criminological theory has often studied why people commit crimes, and not 

placed a focus on why certain areas are hot spots for crime (Weisburd, 2015). The 

purpose of this study was to explore the law of crime concentration and build the 

literature on providing a standard measure to explore crime concentration. This study 

followed the work of Bernasco and Steenbeek (2017) and Weisburd (2015). This 

exploratory research intended to establish the unknown parameters and help develop the 

best methods for crime concentration, so future studies have a baseline to compare their 

results to. Future research is needed for this topic, to stress the importance of focusing on 

smaller geographic units when looking at crime. With more research on the crime 

concentration, better strides to help monitor and prevent crime can be made. 

This study used microgeographic units of analysis, by looking at street-level 

segments within neighborhoods to better understand crime concentration, along with 

exploring the law of crime concentration. Further research on crime concentration will 
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help grow the generalizability of the law (Weisburd, 2015). Although there have been 

studies on crime using micro levels of analysis (Weisburd et al., 2004), the full use of 

geographic tools was not used (Weisburd, Groff, & Yang, 2010). This study also 

contributes to crime prevention, reinforcing the need for hot-spot policing. The 

effectiveness of policing hot spots has been studied often, and continues to grow in 

support (Weisburd & Green, 1995; Braga, 2001; Weisburd & Eck, 2004; Rosenfield, 

Deckard, & Blackburn, 2014).  

The purpose of this study was to (1) measure crime concentration within the 

boundaries of the law of crime concentration, (2) estimate what the expected Gini 

coefficient should be in midsized cities, and (3) analyze the variation in crime 

concentration across midsized cities. This study built upon a measurement technique used 

in previous research to measure crime concentration, but still has limitations in the 

technique used. The Gini coefficients between all crime and property crime were similar, 

but the Gini coefficients between all crime and violent crime varied greatly in range. 

Therefore, further research is needed before an expected Gini coefficient can be 

determined.  

Although more research is needed to better create a standard measurement 

technique, the high crime concentration coefficients from smaller cities bodes well for the 

future of this law. This study brought a unique perspective on crime concentration, by 

having a random sample of midsized cities, representing varying regions in the United 

States. This filled in gaps within the literature that gravely needed to be addressed (i.e., 

smaller, midsized cities, larger sample size, and regionally representative). Further 
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research is still needed to define the law of crime concentration and develop an infallible 

measurement technique.  
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